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#### Abstract

In this paper, we study the integrability problem of a mathematical models of forests with two age classes of the form, $\dot{x}=$ $\rho y-(y-1)^{2} x-s x, \dot{y}=x-h y$, where $\rho, h, s \in \mathbb{R}$. We proved that the system has a unique Darboux polynomial if and only if $\rho=0$. The model has only two or three exponential factors if $h \neq 0$ or $h=0$, respectively. It is also, showed that the system admits a Darboux first integral if and only if $\rho=h=0$ and has no analytic first integral in any neighborhood of fixed point except when $\rho=h=0$.
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## 1. Introduction

One of the most interesting problems in environmental science and mathematical ecology is modeling the dynamics of forest age structure. The forest age structure dynamics, means the change of space and time of tree numbers in different age classes, which affect by internal and external factors [11]. The works in $[3,5,9,10]$, are devoted to model such dynamics in the simplest case of just two age classes, young and old tress, of the form

$$
\begin{equation*}
\dot{x}=\rho y-(y-1)^{2} x-s x, \quad \dot{y}=x-h y \tag{1}
\end{equation*}
$$

in which the densities of young and old trees at time $t$ are denoted by $x(t)$ and $y(t)$, respectively. Note that the parameters $\rho, s$ and $h$ are real numbers. The parameter $\rho$ is fertility, $s$ and $h$ are ageing and death rates. Note that the system (1) has been studied in the papers [1, 2, 4, 6, 11, 21] but none of these papers are devoted to investigate the integrability or non-integrability problem. The local stability and dynamics near singularities have been studies in [20]. In particular, they used first Lyapunov coefficient and averaging theory to study the bifurcation phenomena and Hopf bifurcation occurs at singular points. In [15], authors demonstrated that the Brusselator system have no Darboux polynomial and polynomial first integral. The local and global integrability of Chua circuit system are studied in [12]. They prove that under
some conditions on parameters, the Chua system has no local analytic first integrals at the origin as well as the system eventually admits no global analytic first integrals the problem of finding Darboux polynomials and Darboux first integrals, are also considered in [13]. In [16], Llibre and Valls, showed that Muthuswamy-Chua system admits no Darboux polynomial, polynomial first integral and Darboux first integral. The existence of local analytic first integrals of Liénard system has been studied in [14, 17].
The aim of this paper, is to characterize the existence and nonexistence of polynomial and Darboux first integrals of system (1). We also study the existence of local analytic first integrals of system (1). Note that all calculations were performed by the computer algebra system Maple.

## 2. Preliminary Results

Consider the system of differential equations

$$
\begin{equation*}
\dot{x}=P(x, y), \quad \dot{y}=Q(x, y) \tag{2}
\end{equation*}
$$

where $P$ and $Q$ are polynomials of degree at most $d$. The associated vector field of system (2) is denoted by

$$
\mathcal{X}=P \frac{\partial}{\partial x}+Q \frac{\partial}{\partial y} .
$$

Definition 2.1. Let $M$ be an open subset of $\mathbb{R}^{2}$. A non-constant analytic function $F: M \rightarrow \mathbb{R}$ is a first integral of a vector field $\mathcal{X}$ on $M$ if it is constant on all solutions of system (2) which contained in $M$. That is, $F$ is a first integral of $\mathcal{X}$ on $M$ if and only if

$$
\mathcal{X}(F)=P \frac{\partial F}{\partial x}+Q \frac{\partial F}{\partial y}=0 .
$$

Note that $F$ is a polynomial first integral when it is a polynomial.
Definition 2.2. We say that $g(x, y)=0$, is an invariant algebraic curve of the system (2) if there exists a polynomial $K \in \mathbb{C}[x, y]$ such that

$$
\mathcal{X}(g)=P \frac{\partial g}{\partial x}+Q \frac{\partial g}{\partial y}=K g
$$

where $K$ is a cofactor of the system (2) of degree at most $d-1$. Note that, $g(x, y)$ is also known as a Darboux polynomial.
Definition 2.3. Let $f, g \in \mathbb{C}[x, y]$ be coprime, a non-constant function $E=$ $\exp (f / g)$ is said to be an exponential factor of the system (2) if it satisfies

$$
\mathcal{X}(E)=P \frac{\partial E}{\partial x}+Q \frac{\partial E}{\partial y}=E L
$$

The polynomial $L$ is a cofactor of the exponential factor with degree at most $d-1$.

Definition 2.4. A function $R: M \rightarrow \mathbb{R}$ is an integrating factor of $\mathcal{X}$, if it satisfies

$$
\mathcal{X}(R)=-R \operatorname{div}(\mathcal{X})
$$

where $\operatorname{div}(\mathcal{X})=\operatorname{div}(P, Q)=\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}$ is the divergent of $\mathcal{X}$. The first integral $F$, which is related to the integrating factor $R$, is $F(x, y)=-\int R(x, y) P(x, y) d y+$ $T(x)$ satisfying $\frac{\partial F}{\partial x}=-R Q$. Then

$$
\dot{x}=P R=-\frac{\partial F}{\partial y}, \quad \dot{y}=Q R=\frac{\partial F}{\partial x} .
$$

Definition 2.5. A polynomial $f(x, y)$ is called a weight homogeneous polynomial if there exist $r=\left(r_{1}, r_{2}\right) \in \mathbb{N}^{2}$ and $m \in \mathbb{N}$, such that for all $\alpha>0$, $f\left(\alpha^{r_{1}} x, \alpha^{r_{2}} y\right)=\alpha^{m} f(x, y)$, where $\mathbb{N}$ the set of all positive integers. The variable $r=\left(r_{1}, r_{2}\right)$ refers to the weight exponent of $f$ and $m$ denotes the weight degree of $f$ with the weight exponent $r$.

Definition 2.6. Let $F$ be a first integral. Then $F$ is said to be analytic first integral, if $F$ is an analytic function. If $M$ is a neighborhood of a singular point $\left(x_{0}, y_{0}\right)$, then $F$ is called a local analytic first integral of $\mathcal{X}$ at $\left(x_{0}, y_{0}\right)$. If $M=\mathbb{R}^{2}$, then $F$ is called a global analytic first integral of $\mathcal{X}$.

Remark 2.7. Let $w$ be a finite generated vector subspace of $\mathbb{C}[x, y]$. The extactic algebraic curve of $\mathcal{X}$, denoted by $\varepsilon_{w}(\mathcal{X})$, is a polynomial defined by

$$
\varepsilon_{w}(\mathcal{X})=\operatorname{det}\left(\begin{array}{cccc}
u_{1} & u_{2} & \cdots & u_{l} \\
\mathcal{X}\left(u_{1}\right) & \mathcal{X}\left(u_{2}\right) & \cdots & \mathcal{X}\left(u_{l}\right) \\
\vdots & \vdots & \cdots & \vdots \\
\mathcal{X}^{l-1}\left(u_{1}\right) & \mathcal{X}^{l-1}\left(u_{2}\right) & \cdots & \mathcal{X}^{l-1}\left(u_{l}\right)
\end{array}\right)=0,
$$

where $\left\{u_{1}, u_{2}, \ldots, u_{l}\right\}$ is a basis of $w, l=\operatorname{dim}(w)$ is the dimension of $w$ and $\mathcal{X}^{i}\left(u_{i}\right)=\mathcal{X}^{i-1}\left(\mathcal{X}\left(u_{i}\right)\right)$.

Proposition 2.8 ([7]). Let $w$ be a finitely generated vector subspace of $\mathbb{C}[x, y]$, with $\operatorname{dim}(w)>1$, and $\mathcal{X}$ be a polynomial vector field $\mathbb{C}^{2}$. Then every Darboux polynomial $g=0$ for the vector field $\mathcal{X}$, with $g \in w$, is a factor of $\varepsilon_{w}(\mathcal{X})$.

Theorem 2.9 ([8]). Assume that a polynomial vector field $\mathcal{X}$ of degree $d$ in $\mathbb{C}^{2}$ admits $p$ irreducible Darboux polynomial $g_{i}=0$, with cofactor $K_{i}$ for $i=$ $1, \ldots, p$ and $q$ exponential factors $E_{j}=\exp \left(f_{j} / h_{j}\right)$ with cofactors $L_{j}$ for $j=$ $1, \ldots, q$. Then the following statements hold.
a. There exist certain complex numbers $\lambda_{i}$ and $\mu_{j}$, not all zero such that

$$
\sum_{i=1}^{p} \lambda_{i} K_{i}+\sum_{j=1}^{q} \mu_{j} L_{j}=0
$$

if and only if the function

$$
F=g_{1}^{\lambda_{1}} g_{2}^{\lambda_{2}} \ldots g_{p}^{\lambda_{p}} E_{1}^{\mu_{1}} E_{2}^{\mu_{2}} \ldots E_{q}^{\mu_{q}}
$$

is the Darboux first integral for $\mathcal{X}$.
b. The function $F$ is an integrating factor of $\mathcal{X}$ provided that the condition

$$
\sum_{i=1}^{p} \lambda_{i} K_{i}+\sum_{j=1}^{q} \mu_{j} L_{j}=-\operatorname{div}(\mathcal{X})
$$

is satisfied.
Proposition 2.10 ([18, 19]). The following statements hold.
a. If $E=\exp \left(\frac{f}{g}\right)$ is an exponential factor for system (2), and $g$ is not a constant polynomial, then $g=0$ is an invariant algebraic curve.
b. Eventually, $E=\exp (f)$ can be an exponential factor, derived from the multiplicity of the infinite invariant straight line.

Theorem 2.11 ([17]). Assume that the eigenvalues $\lambda_{1} \neq 0$ and $\lambda_{2} \neq 0$ at some singular point $\left(x_{0}, y_{0}\right)$ of $\mathcal{X}$ do not satisfy any resonance condition of the form

$$
\lambda_{1} k_{1}+\lambda_{2} k_{2}=0, \text { for } k_{1}, k_{2} \in \mathbb{Z}^{+} \text {with } k_{1}+k_{2}>0
$$

Then system (2) has no local analytic first integrals in a neighborhood of the singular point $\left(x_{0}, y_{0}\right)$.

Theorem 2.12 ([17]). Assume that the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ at some singular point $\left(x_{0}, y_{0}\right)$ of $\mathcal{X}$ satisfy that $\lambda_{1}=0$ and $\lambda_{2} \neq 0$. Then system (2) has no local analytic first integrals if the singular point $\left(x_{0}, y_{0}\right)$ is isolated.

## 3. Darboux first integrals

In this section, we prove that system (1) has a unique Darboux polynomial when the parameter $\rho=0$. It is also proved that system (1) has only two exponential factors if $h \neq 0$ and has only three exponential factors when $h=0$. Finally, it is proved that system (1) has a Darboux first integral if and only if $\rho=h=0$.

Lemma 3.1. If $g=g(x, y)$ is a Darboux polynomial of system (1) with cofactor $K \neq 0$, then $K=K(y)=b_{0}+b_{1} y+b_{2} y^{2}$ for some $b_{0}, b_{1}, b_{2} \in \mathbb{C}$.

Proof. Assume that $g=g(x, y)$ is a Darboux polynomial of system (1) with non-zero cofactor $K=K(x, y)=\sum_{i=0}^{2} K_{i}(y) x^{i}$, for each $i, K_{i}(y)$ is a polynomial in the variable $y$ of degree at most $2-i$. Then $g$ satisfies the partial differential equation

$$
\begin{equation*}
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial g}{\partial x}+(x-h y) \frac{\partial g}{\partial y}=K g \tag{3}
\end{equation*}
$$

Without loss of generality, we can write $g(x, y)=\sum_{i=0}^{n} g_{i}(y) x^{i}$, where $g_{i}(y)$ is a polynomial in the variable $y$ for each $i$ and $n \in \mathbb{N} \cup\{0\}$ is the degree of $g$. In equation (3), the terms $x^{n+2}$ satisfy

$$
g_{n}(y) K_{2}(y)=0 . \text { This implies that, } K_{2}(y)=0
$$

Next, computing the terms $x^{n+1}$ in (3), we obtain

$$
\frac{d g_{n}(y)}{d y}=g_{n}(y) K_{1}(y)
$$

The solution of this equation is $g_{n}(y)=C_{1} \mathrm{e}^{\int k_{1}(y) d y}$, where $C_{1}$ is an arbitrary constant. Since $g_{n}$ is a polynomial in $y$ then it must be $K_{1}(y)=0$. Eventually, $K(x, y)=K_{0}(y)=b_{0}+b_{1} y+b_{2} y^{2}$ with $b_{0}, b_{1}, b_{2} \in \mathbb{C}$.

Lemma 3.2. Assume $g=g(x, y)$ is a Darboux polynomial of system (1), then it is cofactor $K$ is $K(y)=b_{0}+b_{1} y+b_{2} y^{2}$, where $b_{0}=-m(1+s)-l h, b_{1}=$ $2 m, b_{2}=-m$ and $m \in \mathbb{N} \cup\{0\}$.

Proof. We first use the weight-change of variables

$$
x=\alpha^{-2} x_{1}, \quad y=\alpha^{-1} y_{1}, \quad t=\alpha^{2} r .
$$

Then system (1) becomes

$$
\begin{equation*}
\dot{x_{1}}=\alpha^{3} \rho y_{1}-x_{1} y_{1}^{2}+2 \alpha x_{1} y_{1}-\alpha^{2}(1+s) x_{1}, \quad \dot{y_{1}}=\alpha x_{1}-h \alpha^{2} y_{1} \tag{4}
\end{equation*}
$$

where $\alpha>0$ and the primes denote the derivatives of variables with respect to $r$. We set $G\left(x_{1}, y_{1}\right)=\alpha^{l} g\left(\alpha^{-2} x_{1}, \alpha^{-1} y_{1}\right)$, and Lemma 3.1 implies

$$
K=\alpha^{2} K\left(\alpha^{-2} x_{1}, \alpha^{-1} y_{1}\right)=b_{0} \alpha^{2}+\alpha b_{1} y_{1}+b_{2} y_{1}^{2}
$$

where $l$ is the highest weight degree in the weight homogeneous components of $g$ in $x_{1}$ and $y_{1}$. Note that $G=0$ is a Darboux polynomial of system (1) with cofactor $K$. Indeed

$$
\frac{d G}{d r}=\alpha^{l+2} \frac{d g}{d t}=\left(b_{0} \alpha^{2}+\alpha b_{1} y_{1}+b_{2} y^{2}\right) G=K G
$$

Assume that $G=\sum_{i=0}^{n} \alpha^{i} G_{i}\left(x_{1}, y_{1}\right), G_{i}$ is a weight homogeneous polynomial in $x_{1}$ and $y_{1}$ with weight degree $n-i$, for $i=0, \ldots, n$. In particular

$$
\begin{equation*}
G_{i}\left(x_{1}, y_{1}\right)=\alpha^{n} g_{n-i}(x, y), \text { for } i=0, \ldots, n \text {. } \tag{5}
\end{equation*}
$$

The polynomial $G$ must satisfies

$$
\begin{align*}
\left(\alpha^{3} \rho y_{1}-\right. & \left.x_{1} y_{1}^{2}+2 \alpha x_{1} y_{1}-(1+s) \alpha^{2} x_{1}\right) \sum_{i=0}^{n} \alpha^{i} \frac{\partial G_{i}}{\partial x_{1}} \\
& +\left(\alpha x_{1}-h \alpha^{2} y_{1}\right) \sum_{i=0}^{n} \alpha^{i} \frac{\partial G_{i}}{\partial y_{1}}=\sum_{i=0}^{n} \alpha^{i}\left(b_{0} \alpha^{2}+\alpha b_{1} y_{1}+b_{2} y_{1}^{2}\right) G_{i} \tag{6}
\end{align*}
$$

The coefficients of $\alpha^{0}$ in equation (6) is

$$
-x_{1} y_{1}^{2} \frac{\partial G_{0}}{\partial x_{1}}=b_{2} y_{1}^{2} G_{0}
$$

Since $G_{0} \neq 0$, otherwise $g$ would be a constant, then the solution of the above partial differential equation is $G_{0}=G_{0}(y) x_{1}^{-b_{2}}$. Since $G_{0}$ is a weight homogeneous polynomial with weight degree $n$, then $b_{2}=-m$ and $m \in \mathbb{N} \cup\{0\}$. This implies that $G_{0}=C_{0} x_{1}^{m} y_{1}^{l}$, where $C_{0}$ is non-zero constant. Note that $n=2 m+l$.
Calculating the coefficients of $\alpha^{1}$ in (6), which satisfy

$$
-x_{1} y_{1}^{2} \frac{\partial G_{1}}{\partial x_{1}}+2 x_{1} y_{1} \frac{\partial G_{0}}{\partial x_{1}}+x_{1} \frac{\partial G_{0}}{\partial y_{1}}=b_{1} y_{1} G_{0}-m y_{1}^{2} G_{1}
$$

Solving it, yields $G_{1}=C_{0}\left(l x_{1}+2\left(m-\frac{b_{1}}{2}\right) y_{1}^{2} \ln \left(x_{1}\right)\right) x_{1}^{m} y_{1}^{l-3}+F_{1}\left(y_{1}\right) x_{1}^{m}$, where $F_{1}\left(y_{1}\right)$ is an arbitrary polynomial in the variable $y_{1}$. Since $G_{1}$ is a weight homogeneous polynomial with weight degree $n-1$, then $b_{1}=2 m$ and we obtain

$$
\begin{equation*}
G_{1}=l C_{0} x_{1}^{m+1} y_{1}^{l-3}+C_{1} x_{1}^{m} y_{1}^{l-1}, \quad C_{1} \in \mathbb{C} . \tag{7}
\end{equation*}
$$

The coefficients of $\alpha^{2}$ in (6), are

$$
\begin{aligned}
-x_{1} y_{1}^{2} \frac{\partial G_{2}}{\partial x_{1}}+2 x_{1} y_{1} \frac{\partial G_{1}}{\partial x_{1}}-(1+s) x_{1} \frac{\partial G_{0}}{\partial x_{1}} & +x_{1} \frac{\partial G_{1}}{\partial y_{1}}-h y_{1} \frac{\partial G_{0}}{\partial y_{1}} \\
& =b_{0} G_{0}+2 m y_{1} G_{1}-m y_{1}^{2} G_{2}
\end{aligned}
$$

whose solution is

$$
\begin{aligned}
G_{2}=\frac{1}{2 y_{1}^{3}}\left(2 \left(\left(C_{1}\right.\right.\right. & \left.\left.+2 C_{0}\right) l-C_{1}\right) x_{1}^{m+1} y_{1}^{l-1}+C_{0} l(l-3) x_{1}^{m+2} y_{1}^{l-3} \\
& \left.-2\left(C_{0} \ln \left(x_{1}\right)\left(l h+(1+s) m+b_{0}\right) y_{1}^{l+1}-F_{2}\left(y_{1}\right) y_{1}^{3}\right) x_{1}^{m}\right),
\end{aligned}
$$

where $F_{2}\left(y_{1}\right)$ is an arbitrary polynomial in the variable $y_{1}$. Since $G_{2}$ is a weight homogeneous polynomial of degree $n-2=2 m+l-2$, then it must be $b_{0}=-l h-(1+s) m$ with $m \in \mathbb{N} \cup\{0\}$.

Theorem 3.3. The system (1) has a unique Darboux polynomial if and only if $\rho=0$. Moreover, a Darboux polynomial is $g=x$ with non-zero cofactor $K=-(1+s)+2 y-y^{2}$.

Proof. Let $g$ be the Darboux polynomial of system (1) and by Lemma 3.2 it is cofactor is $K=-l h-m(1+s)+2 m y-m y^{2}$ and $G_{0}, G_{1}$ and $G_{2}$ are calculated can be as before. The terms of the coefficient $\alpha^{3}$ in equation (6), satisfy

$$
\begin{aligned}
-x_{1} y_{1}^{2} \frac{\partial G_{3}}{\partial x_{1}}+2 x_{1} y_{1} \frac{\partial G_{2}}{\partial x_{1}}- & (1+s) x_{1} \frac{\partial G_{1}}{\partial x_{1}}+\rho y_{1} \frac{\partial G_{0}}{\partial x_{1}}+x_{1} \frac{\partial G_{2}}{\partial y_{1}}-h y_{1} \frac{\partial G_{1}}{\partial y_{1}} \\
& =(-l h-m(s+1)) G_{1}+2 m y_{1} G_{2}-m y_{1}^{2} G_{3}
\end{aligned}
$$

Solving this differential equation, gives

$$
\begin{align*}
G_{3}= & \frac{1}{6 y_{1}^{6}}\left(18\left(\left(\left(h-\frac{s}{3}+1\right) C_{0}+\frac{2 C_{1}}{3}+\frac{C_{2}}{3}\right) l-\frac{2 C_{1}}{3}-\frac{2 C_{2}}{3}\right) x_{1}^{m+1} y_{1}^{l+1}\right. \\
& +3\left(\left(4 C_{0}+C_{1}\right) l^{2}+\left(-5 C_{1}-14 C_{0}\right) l+4 C_{1}\right) x_{1}^{m+2} y_{1}^{l-1}+6 F_{3}\left(y_{1}\right) y_{1}^{6} x_{1}^{m} \\
& +l C_{0}(l-3)(l-6) y_{1}^{l-3} x_{1}^{m+3}-6 \rho C_{0} m x_{1}^{m-1} y_{1}^{l+5} \\
& \left.+6 C_{1} h \ln \left(x_{1}\right) y_{1}^{l+3} x_{1}^{m}\right) \tag{8}
\end{align*}
$$

where $C_{2} \in \mathbb{C}$ and $F_{3}\left(y_{1}\right)$ is an arbitrary polynomial in the variable $y_{1}$. Since $G_{3}$ is a weight homogeneous polynomial of degree $n-3=2 m+l-3$, then must be $C_{1} h=0$. We distinguish the following two cases.

Case 1: If $C_{1} \neq 0, h=0$. From equation (8) we obtain

$$
\begin{aligned}
G_{3} & =\left(\left((-s+3) C_{0}+C_{2}+2 C_{1}\right) l-2 C_{2}-2 C_{1}\right) x_{1}^{m+1} y_{1}^{l-5}-\rho m C_{0} y_{1}^{l-1} x_{1}^{m-1} \\
& +2\left(\left(C_{0}+\frac{C_{2}}{4}\right) l^{2}+\left(\frac{-7 C_{0}}{2}-\frac{5 C_{1}}{4}\right) l+C_{1}\right) x_{1}^{m+2} y_{1}^{l-7}+C_{3} x_{1}^{m} y_{1}^{l-3} \\
& +\frac{1}{6} l C_{0}(l-3)(l-6) x_{1}^{m+3} y_{1}^{l-9}, \quad C_{3} \in \mathbb{C} .
\end{aligned}
$$

The coefficients of $\alpha^{4}$ in equation (6) are

$$
\begin{aligned}
-x_{1} y_{1}^{2} \frac{\partial G_{4}}{\partial x_{1}}+2 x_{1} y_{1} \frac{\partial G_{3}}{\partial x_{1}}-(1+s) & x_{1} \frac{\partial G_{2}}{\partial x_{1}}+\rho y_{1} \frac{\partial G_{1}}{\partial x_{1}}+x_{1} \frac{\partial G_{3}}{\partial y_{1}} \\
& =-m(s+1) G_{2}+2 m y_{1} G_{3}-m y_{1}^{2} G_{4}
\end{aligned}
$$

Solving it, we obtain

$$
\begin{align*}
G_{4}= & \frac{1}{24 y_{1}^{5}}\left(24\left(\left(C_{0}+\frac{C_{1}}{6}\right) l^{3}+\left(-10 C_{0}-2 C_{1}\right) l^{2}+\left(\frac{67 C_{0}}{3}+\frac{13 C_{1}}{2}\right) l-\frac{14 C_{1}}{3}\right)\right. \\
& x_{1}^{m+3} y_{1}^{l-5}+48\left(\left((-2 s+2) C_{0}+\left(\frac{-s}{2}+\frac{3}{2}\right) C_{1}+C_{2}+\frac{C_{3}}{2}\right) l+\left(\frac{s}{2}-\frac{3}{2}\right) C_{1}-\right. \\
& \left.2 C_{2}-\frac{3 C_{3}}{2}\right) y_{1}^{l-1} x_{1}^{m+1}+12\left(\left((-2 s+10) C_{0}+C_{2}+4 C_{1}\right) l^{2}+\left((8 s-40) C_{0}\right.\right. \\
& \left.\left.-7 C_{2}-22 C_{1}\right) l+10 C_{2}+18 C_{1}\right) y_{1}^{l-3} x_{1}^{m+2}-48\left(C_{0}+\frac{C_{1}}{2}\right) \rho m y_{1}^{l+3} x_{1}^{m-1} \\
& +24 F_{4}\left(y_{1}\right) x_{1}^{m} y_{1}^{5}+24 C_{0} \ln \left(x_{1}\right) \rho(l+m) y_{1}^{l+1} x_{1}^{m} \\
& \left.+l C_{0}(l-3)(l-6)(l-9) y_{1}^{l-7} x_{1}^{m+4}\right), \tag{9}
\end{align*}
$$

where $F_{4}\left(y_{1}\right)$ is an arbitrary polynomial in the variable $y_{1}$. Since $G_{4}$ must be a weight homogeneous polynomial of degree $n-4=2 m+l-4, l+m \neq 0$ and $C_{0} \neq 0$, then must be $\rho=0$. From equation (9), we get that $h=0$ and $\rho=0$. Simple calculation shows

$$
\varepsilon_{w}(\mathcal{X})=\operatorname{det}\left(\begin{array}{ccc}
1 & x & y \\
0 & -(y-1)^{2} x-s x & x \\
0 & \left((y-1)^{2}+s\right)^{2} x-2 x^{2}(y-1) & -(y-1)^{2} x-s x
\end{array}\right)=0
$$

Then $\varepsilon_{w}(\mathcal{X})=2 x^{3}(y-1)$. So by Proposition 2.8 , then $g=x$ is a unique Darboux polynomial with cofactor $-s-(y-1)^{2}$. The polynomial $(y-1)$ is not Darboux polynomial of system (1).

Case 2: If $h \neq 0, C_{1}=0$. The equation (7), gives

$$
\begin{equation*}
G_{1}=l C_{0} x_{1}^{m+1} y_{1}^{l-3} \tag{10}
\end{equation*}
$$

Let $g=\sum_{i=0}^{n} g_{i}(x, y)$, where $g_{i}$ is a homogeneous polynomial in the variable $x$ and $y$. Without loss of generality we can assume that $g_{n} \neq 0$ and $n \geq 1$. Then $g$ satisfies the partial differential equation

$$
\begin{equation*}
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial g}{\partial x}+(x-h y) \frac{\partial g}{\partial y}=\left(b_{0}+b_{1} y+b_{2} y^{2}\right) g \tag{11}
\end{equation*}
$$

The terms of degree $n+2$ in equation (11), satisfy

$$
-x y^{2} \frac{\partial g_{n}}{\partial x}=b_{2} y^{2} g_{n}
$$

and its solution is $g_{n}=x^{-b_{2}} f_{n}(y)$, where $f_{n}(y)$ is an arbitrary polynomial in variable $y$. Since $g_{n}$ is a polynomial of degree $n$, then must be $b_{2}=-m$, where $m$ is a non-negative integer. Therefore

$$
\begin{equation*}
g_{n}=C_{n} x^{m} y^{n-m}, \quad C_{n} \in \mathbb{C} \backslash\{0\} . \tag{12}
\end{equation*}
$$

The coefficients of degree $n+1$ in equation (11) satisfy

$$
-x y^{2} \frac{\partial g_{n-1}}{\partial x}+2 x y \frac{\partial g_{n}}{\partial x}=b_{1} y g_{n}-m y^{2} g_{n-1}
$$

Solving the differential equation above, we obtain

$$
g_{n-1}=2 x^{m}\left(C_{n} \ln (x)\left(m-\frac{b_{1}}{2}\right) y^{n-m-1}+\frac{f_{n-1}(y)}{2}\right),
$$

where $f_{n-1}(y)$ is an arbitrary polynomial in the variables $y$. Since $g_{n-1}$ is a polynomial of degree $n-1$, we must have that $b_{1}=2 m$. Then

$$
\begin{equation*}
g_{n-1}=C_{n-1} x^{m} y^{n-m-1}, \quad C_{n-1} \in \mathbb{C} . \tag{13}
\end{equation*}
$$

Computing the terms of degree $n$ in equation (11), gives

$$
\begin{aligned}
-x y^{2} \frac{\partial g_{n-2}}{\partial x}+2 x y \frac{\partial g_{n-1}}{\partial x}+(\rho y-(s+1) x) \frac{\partial g_{n}}{\partial x}+(x-h y) \frac{\partial g_{n}}{\partial y} \\
=b_{0} g_{n}+2 m y g_{n-1}-m y^{2} g_{n-2}
\end{aligned}
$$

whose solution is

$$
\begin{array}{r}
g_{n-2}=-C_{n} x^{m-1}\left((-n+m) x^{2}+\rho m y^{2}\right) y^{n-m-3}+C_{n-2} x^{m} y^{n-m-2}, \\
C_{n-2} \in \mathbb{C} .
\end{array}
$$

Now, computing the degree $n-1$ in equation (11), we see

$$
\begin{aligned}
-x y^{2} \frac{\partial g_{n-3}}{\partial x}+2 x y & \frac{\partial g_{n-2}}{\partial x}+(\rho y-(s+1) x) \frac{\partial g_{n-1}}{\partial x}+(x-h y) \frac{\partial g_{n-1}}{\partial y} \\
& =((h-s-1) m-n h) g_{n-1}+2 m y g_{n-2}-m y^{2} g_{n-3}
\end{aligned}
$$

and solving it, yields

$$
\begin{aligned}
g_{n-3}= & \frac{1}{y^{3}}\left(-x^{m+1}\left((-n+m+1) C_{n-1}+2 C_{n}(-n+m)\right) y^{n-m-1}-x^{m-1}\right. \\
& \left.\rho m\left(C_{n-1}+2 C_{n}\right) y^{1+n-m}+\left(h C_{n-1} y^{n-m} \ln (x)+f_{n-3}(y) y^{3}\right) x^{m}\right),
\end{aligned}
$$

where $f_{n-3}(y)$ is an arbitrary polynomial in variable $y$. Since $g_{n-3}$ is a polynomial of degree $n-3$, then must be $h C_{n-1}=0$. By hypothesis $h \neq 0$ then must be $C_{n-1}=0$. Hence

$$
\begin{equation*}
g_{n-1}=0 \tag{14}
\end{equation*}
$$

From (5), (10), (14) and since $C_{0} \neq 0$, then must be $l=0$ and we obtain

$$
\begin{equation*}
G_{1}=0, \quad G_{2}=C_{n-2} x_{1}^{m} y_{1}^{-2} \tag{15}
\end{equation*}
$$

Since $G_{2}$ is a weight homogeneous of degree $n-2$, then $G_{0}=C_{0} x^{m}, G_{2}=0$ and $G_{3}=-\rho m C_{0} x^{m-1} y^{-1}$. Since $G_{3}$ is a weight homogeneous of weight degree $n-3$, then $m=0$ or $\rho=0$. If $m=0$, then $K=0$ which is contradiction. Hence, must be $\rho=0, G_{3}=0$ and $l=0$. To prove all $G_{i}=0$ for $i=1, \ldots, n$, we use mathematical induction. For $i=1$, directly we get from equation (15). Assume it is true for $i=n-1$, which mean that $G_{i}=0$ for $i=1, \ldots, n-1$. Now computing the term $\alpha^{n}$ in equation (6), we have

$$
-x_{1} y_{1}^{2} \frac{\partial G_{n}}{\partial x_{1}}=-m y_{1}^{2} G_{n}
$$

Solving it, we obtain $G_{n}=x_{1}^{m} f_{0}\left(y_{1}\right)$, where $f_{0}\left(y_{1}\right)$ is an arbitrary polynomial in variable $y_{1}$. Since $G_{n}$ is a weight homogeneous polynomial of degree zero, then $f_{0}\left(y_{1}\right)=0$. Therefore, $G_{i}=0$ for $i=1, \ldots, n$. We get that $G=$ $G_{0}+G_{1}+\cdots+G_{n}=C_{0} x_{1}^{m}$. Hence, $x_{1}^{m}$ is a Darboux polynomial with cofactor $m\left(-(1+s)+2 y_{1}-y_{1}^{2}\right)$. Then the result follows.

We note that if $h=0$ and $\rho=0$ then system (1) is integrable, see Theorem 3.5, so in the following result we consider $h$ and $\rho$ are not zero simultaneously.

Theorem 3.4. The following statements hold.
i. For $h \neq 0$, the exponential factors of system (1) are $\mathrm{e}^{y}$ and $\mathrm{e}^{y^{2}}$ with respective cofactors $x-h y$ and $2 x y-2 h y^{2}$.
ii. For $h=0$, the exponential factors of system (1) are $\mathrm{e}^{y}, \mathrm{e}^{y^{2}}$ and $\mathrm{e}^{4 x y-\frac{8}{3} y^{3}+y^{4}}$ with respective cofactors $x, 2 x y$ and $4 x^{2}+4 \rho y^{2}-4(s+1) x y$.

Proof. By Theorem 3.3 and Proposition 2.10 the exponential factor of system (1) can be expressed as $E=\exp \left(\frac{f}{x^{n}}\right)$ for some non-negative integer $n$, note that $f$ and $x^{n}$ are coprime. Then $E$ satisfies

$$
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial E}{\partial x}+(x-h y) \frac{\partial E}{\partial y}=L E
$$

and this implies

$$
\begin{equation*}
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial f}{\partial x}+(x-h y) \frac{\partial f}{\partial y}+n f\left((y-1)^{2}+s\right)=L x^{n} \tag{16}
\end{equation*}
$$

First, for $n \geq 1$. In this case, by denoting the restriction of $f$ to $x=0$ by $\hat{f}$ in equation (16), we can derive $\hat{f} \neq 0$, otherwise, $f$ becomes divisible by $x$, which is impossible. The function $\hat{f}$ satisfies

$$
\begin{equation*}
-h y \frac{d \hat{f}(y)}{d y}+n \hat{f}(y)\left((y-1)^{2}+s\right)=0 \tag{17}
\end{equation*}
$$

Solving (17), we obtain $\hat{f}(y)=C_{1} y^{\frac{n(s+1)}{h}} \exp \left(\frac{n y(y-4)}{2 h}\right)$. Since $\hat{f}(y)$ is a polynomial, if $h \neq 0$ then must be $n=0$, we get the result. On the other hand, if $h=0$ then we get $n \hat{f}(y)\left((y-1)^{2}+s\right)=0$. Then must be $n=0$.
Second, for $n=0$, directly $E=\mathrm{e}^{f}$ where $f \in \mathbb{C}[x, y]$ is a polynomial of degree $m \in \mathbb{N}$. Then $E$ satisfies

$$
\begin{equation*}
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial E}{\partial x}+(x-h y) \frac{\partial E}{\partial y}=E L \tag{18}
\end{equation*}
$$

and since $E \neq 0$

$$
\begin{equation*}
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial f}{\partial x}+(x-h y) \frac{\partial f}{\partial y}=L \tag{19}
\end{equation*}
$$

where $f=f(x, y) \in \mathbb{C}[x, y]$, with a cofactor $L=L(x, y)$ of degree at most two. That we can write $L=b_{0}+b_{1} x+b_{2} y+b_{3} x y+b_{4} x^{2}+b_{5} y^{2}$ for some $b_{i} \in \mathbb{C}$, $i=0, \ldots, 5$. Assume $f=\sum_{i=0}^{m} f_{i}(x, y)$, where each $f_{i}$ is a homogeneous polynomial of degree $i$. Suppose that $f_{m} \neq 0$ for $m \geq 5$.
The terms of degree $m+2$ in equation (19) is

$$
-x y^{2} \frac{\partial f_{m}}{\partial x}=0, \text { and this implies that } f_{m}=f_{m}(y)
$$

Since $f_{m}$ is a homogeneous polynomial of degree $m$, then $f_{m}=C_{m} y^{m}, C_{m} \in$ $\mathbb{C} \backslash\{0\}$. The terms of degree $m+1$ in equation (19) satisfy

$$
-x y^{2} \frac{\partial f_{m-1}}{\partial x}+2 x y \frac{\partial f_{m}}{\partial x}=0
$$

Solving it, we obtain $f_{m-1}=C_{m-1} y^{m-1}, C_{m-1} \in \mathbb{C}$. Now compute the terms of degree $m$ in equation (19), which are

$$
-x y^{2} \frac{\partial f_{m-2}}{\partial x}+2 x y \frac{\partial f_{m-1}}{\partial x}+(-x-s x+\rho y) \frac{\partial f_{m}}{\partial x}+(x-h y) \frac{\partial f_{m}}{\partial y}=0
$$

The solution of differential equation above is

$$
f_{m-2}=-h m C_{m} \ln (x) y^{m-2}+m C_{m} y^{m-3} x+C_{m-2} y^{m-2}, \quad C_{m-2} \in \mathbb{C}
$$

Since $f_{m-2}$ is a homogeneous polynomial, then it must be $h C_{m} m=0$. By hypothesis $m C_{m} \neq 0$. Then considering two different cases.
i. If $h \neq 0$, then we get contradiction. Then $f$ must be a polynomial of the degree four satisfying equation (19). Suppose that $f(x, y)=c_{0}+c_{1} x+$ $c_{2} y+c_{3} x y+c_{4} x^{2}+c_{5} y^{2}+c_{6} x^{3}+c_{7} x^{2} y+c_{8} x y^{2}+c_{9} y^{3}+c_{10} x^{4}+c_{11} y^{4}+$ $c_{12} x^{3} y+c_{13} x y^{3}+c_{14} x^{2} y^{2}$ for some $c_{i} \in \mathbb{C}$, and for $i=0, \ldots, 14$. From equation (19) we have

$$
\left(\rho y-(y-1)^{2} x-s x\right) \frac{\partial f}{\partial x}+(x-h y) \frac{\partial f}{\partial y}=b_{0}+b_{1} x+b_{2} y+b_{3} x y+b_{4} x^{2}+b_{5} y^{2}
$$

after some calculations, we see $f=y+y^{2}$. Then $\mathrm{e}^{y+y^{2}}$ is the exponential factor with cofactor $x-h y+2 x y-2 h y^{2}$. In particular, $\mathrm{e}^{y}$ and $\mathrm{e}^{y^{2}}$ are only exponential factors of system (1) with respective cofactors $x-h y$ and $2 x y-2 h y^{2}$.
ii. If $h=0$, then $f_{m-2}=m C_{m} x y^{m-3}+C_{m-2} y^{m-2}$. The equation, which encompasses terms of degree $m-1$ in (19) are

$$
-x y^{2} \frac{\partial f_{m-3}}{\partial x}+2 x y \frac{\partial f_{m-2}}{\partial x}+(\rho y-x(1+s)) \frac{\partial f_{m-1}}{\partial x}+x \frac{\partial f_{m-1}}{\partial y}=0
$$

and its solution is

$$
f_{m-3}=\left(2 m C_{m}+m C_{m-1}-C_{m-1}\right) x y^{m-4}+C_{m-3} y^{m-3}, \quad C_{m-3} \in \mathbb{C}
$$

The terms of degree $m-2$ in equation (19) satisfy

$$
-x y^{2} \frac{\partial f_{m-4}}{\partial x}+2 x y \frac{\partial f_{m-3}}{\partial x}+(\rho y-(1+s) x) \frac{\partial f_{m-2}}{\partial x}+x \frac{\partial f_{m-2}}{\partial y}=0
$$

and whose solution is

$$
\begin{gathered}
f_{m-4}=\left(\left((-s+3) C_{m}+C_{m-2}+2 C_{m-1}\right) m-2 C_{m-2}-2 C_{m-1}\right) x y^{m-5} \\
+\frac{1}{2} m x^{2} C_{m}(m-3) y^{m-6}+\rho m \ln (x) C_{m} y^{m-4}+C_{m-4} y^{m-4} \\
C_{m-4} \in \mathbb{C}
\end{gathered}
$$

Since $f_{m-4}$ is a homogeneous polynomial of degree $m-4$, then must be $\rho m C_{m}=0$. Since $m, C_{m}$ and $\rho$ are non-zero, then we get a contradiction. Then $f$ must be a polynomial of the degree four. Proceeding as in the proof of case i, we obtain that $\mathrm{e}^{y}, \mathrm{e}^{y^{2}}$ and $\mathrm{e}^{4 x y-\frac{8}{3} y^{3}+y^{4}}$ are exponential factors with respective cofactors $x, 2 x y$ and $4 x^{2}+4 \rho y^{2}-4(s+1) x y$.

Theorem 3.5. System (1) has a polynomial first integrals if and only if $\rho=h=$ 0. In particular the polynomial first integral is $H(x, y)=-\frac{1}{3} y^{3}-s y+y^{2}-x-y$.

Proof. The change of variables

$$
y_{1}=y-1, \quad x_{1}=x
$$

transform system (1) to

$$
\begin{equation*}
\dot{x_{1}}=\rho y_{1}+\rho-x_{1} y_{1}^{2}-s x_{1}, \quad \dot{y_{1}}=x_{1}-h y_{1}-h . \tag{20}
\end{equation*}
$$

Since the change is linear, clearly it is equivalent to look for polynomial first integral $H(x, y)$ of system (1) that to look for polynomial first integrals
$\bar{H}\left(x_{1}, y_{1}\right)=H(x, y)$ of system (20). We can write $\bar{H}=\sum_{i=1}^{n} \bar{H}_{i}\left(x_{1}\right) y_{1}^{i}$, where $\bar{H}_{i}$ is a polynomials in the variables $x_{1}$ for each $i$ for $i=1, \ldots, n$. Since $\bar{H}_{n} \neq 0$ for $n>0$. The polynomial $\bar{H}$ satisfies

$$
\begin{equation*}
\left(\rho y_{1}+\rho-x_{1} y_{1}^{2}-s x_{1}\right) \frac{\partial \bar{H}}{\partial x_{1}}+\left(x_{1}-h y_{1}-h\right) \frac{\partial \bar{H}}{\partial y_{1}}=0 \tag{21}
\end{equation*}
$$

The coefficients of $y_{1}^{n+2}$ in equation (21), satisfies

$$
-x_{1} \frac{d \bar{H}_{n}}{d x_{1}}=0
$$

This implies that

$$
\bar{H}_{n}\left(x_{1}\right)=B_{n}, \quad B_{n} \in \mathbb{C} \backslash\{0\}
$$

Again, the coefficients of $y_{1}^{n+1}$ in equation (21), satisfy

$$
-x_{1} \frac{d \bar{H}_{n-1}}{d x_{1}}+\rho \frac{d \bar{H}_{n}}{d x_{1}}=0 .
$$

The solution of the equation above is

$$
\bar{H}_{n-1}=B_{n-1}, \quad B_{n-1} \in \mathbb{C}
$$

Next the coefficient of $y_{1}^{n}$ in equation (21), gives

$$
-x_{1} \frac{d \bar{H}_{n-2}}{d x_{1}}+\rho \frac{d \bar{H}_{n-1}}{d x_{1}}-n h \bar{H}_{n}=0 .
$$

Solving it, we obtain

$$
\bar{H}_{n-2}=-n h \ln \left(x_{1}\right) B_{n}+B_{n-2}, \quad B_{n-2} \in \mathbb{C} .
$$

Since $\bar{H}_{n-2}$ is a polynomial, then $n h B_{n}=0$. By hypothesis $n>0$ and $B_{n} \neq 0$, then must $h=0$. We obtain $\bar{H}_{n-2}=B_{n-2}$. Computing the coefficients of $y_{1}^{n-1}$ in equation (21), we obtain

$$
-x_{1} \frac{d \bar{H}_{n-3}}{d x_{1}}+\rho \frac{d \bar{H}_{n-2}}{d x_{1}}+\left(\rho-s x_{1}\right) \frac{d \bar{H}_{n-1}}{d x_{1}}+n x_{1} \bar{H}_{n}=0 .
$$

Solving differential equation above, yields

$$
\bar{H}_{n-3}=n B_{n} x_{1}+B_{n-3}, \quad B_{n-3} \in \mathbb{C} .
$$

Also the coefficients of $y_{1}^{n-2}$ in equation (21), satisfies

$$
-x_{1} \frac{d \bar{H}_{n-4}}{d x_{1}}+\rho \frac{d \bar{H}_{n-3}}{d x_{1}}+\left(\rho-s x_{1}\right) \frac{d \bar{H}_{n-2}}{d x_{1}}+x_{1}(n-1) \bar{H}_{n-1}=0
$$

which has a solution

$$
\bar{H}_{n-4}=\rho n B_{n} \ln \left(x_{1}\right)+(n-1) x_{1} B_{n-1}+B_{n-4}, \quad B_{n-4} \in \mathbb{C} .
$$

Since $\bar{H}_{n-4}$ is a polynomial, we get $\rho n B_{n}=0$. Then it is obvious that must be $\rho=0$. Therefore, the polynomial first integral of system (1) is $H(x, y)=$ $-\frac{1}{3} y^{3}-s y+y^{2}-x-y$ when $h=\rho=0$.

THEOREM 3.6. The following statements hold.

1. The system (1) has no Darboux first integrals if $h \rho \neq 0$.
2. If $\rho=0$ and $h \neq 0$, then the system (1) has no Darboux first integrals.
3. If $\rho=0$ and $h=0$, then the system has a Darboux first integrals. More precisely the Darboux first integral is $\frac{y^{3}}{3}-y^{2}+(1+s) y+x$.
4. If $h=0$ and $\rho \neq 0$, then the system (1) has no Darboux first integrals.

Proof. 1. Suppose that system (1) has a Darboux first integral. Applying Theorem 3.3 system (1) does not admits any Darboux polynomial with non-zero cofactor. Also Theorem 3.4 implies that system (1) has only two exponential factors $\mathrm{e}^{y}$ and $\mathrm{e}^{y^{2}}$ with cofactors $x-h y$ and $2 x y-2 h y^{2}$, respectively. Applying Theorem 2.9, if there exists $\mu_{1}, \mu_{2} \in \mathbb{C}$, not all zero such that

$$
\mu_{1}(x-h y)+\mu_{2}\left(2 x y-2 h y^{2}\right)=0 .
$$

It is clear that the equation above has only trivial solution which is a contradiction. Hence, the system (1) has no a Darboux first integral.
2. Suppose that system (1) has a Darboux first integrals. Again Theorem 3.3 implies that system (1) has a unique Darboux polynomial $g=x$ with cofactor $K=-(y-1)^{2}-s$ and Theorem 3.4 showed that system (1) has only two exponential factors $\mathrm{e}^{y}$ and $\mathrm{e}^{y^{2}}$ with cofactors $x-h y$ and $2 x y-2 h y^{2}$, respectively. By Theorem 2.9 , if there exists $\lambda_{1}, \mu_{1}, \mu_{2} \in \mathbb{C}$, not all zero such that

$$
\lambda_{1}\left(-(y-1)^{2}-s\right)+\mu_{1}(x-h y)+\mu_{2}\left(2 x y-2 h y^{2}\right)=0 .
$$

The equation above has no non-zero solution which gives a contradiction. Hence, the system has no Darboux first integral.
3. In this case $x$ is a Darboux polynomial with cofactor $K_{1}=-(y-1)^{2}-$ $s$ and $\mathrm{e}^{y}, \mathrm{e}^{y^{2}}$ and $\mathrm{e}^{4 x y-\frac{8}{3} y^{3}+y^{4}}$ are exponential factors with respective cofactors $L_{1}=x, L_{2}=2 x y$ and $L_{3}=4 x^{2}-4(s+1) x y$. In this case, $\operatorname{div}(\mathcal{X})=-(y-1)^{2}-s$. If there exists $\lambda_{1}, \mu_{1}, \mu_{2}, \mu_{3} \in \mathbb{C}$, not all zero and
such that the relation, $\lambda_{1}\left(-(y-1)^{2}-s\right)+\mu_{1}(x)+\mu_{2}(2 x y)+\mu_{3}\left(4 x^{2}-4(s+\right.$ 1) $x y)=-\operatorname{div}(\mathcal{X})$ satisfied, then there is an integrating factor. Direct calculation shows that $\mu_{1}=\mu_{2}=\mu_{3}=0$ and $\lambda_{1}=-1$. Then $R=$ $x^{-1}$ is an integrating factor. So by using Definition 2.4 we obtain that $\frac{y^{3}}{3}-y^{2}+(1+s) y+x$ is a first integral.
4. The proof is similar to case 1 .

## 4. Analytic first integrals

This section is devoted to investigate the analytic first integral of system (1). Note that, system (1) is a special case of Liénard polynomial differential system. The change of coordinates

$$
X=y \quad \text { and } \quad Y=x-h y
$$

transform system (1) to

$$
\begin{align*}
\dot{X} & =Y \\
\dot{Y} & =(\rho-h(s+1)) X-h X^{3}+2 h X^{2}-\left((h+s+1)+X^{2}-2 X\right) Y \tag{22}
\end{align*}
$$

The system (22) has unique singular point at origin if $h=0$ and $\rho \neq 0$, while $h \neq 0$ it has three singular points $(0,0)$ and $\left(\frac{h \pm \sqrt{-h^{2} s+h \rho}}{h}, 0\right)$. Furthermore, the system (22) has infinite singular point if $h=\rho=0$. Here $g(X)=(\rho-$ $h(s+1)) X-h X^{3}+2 h X^{2}$ and $f(X)=(h+s+1)+X^{2}-2 X$. The eigenvalues of the system (22) at the origin are

$$
\lambda_{1}, \lambda_{2}=\frac{-(h+s+1) \pm \sqrt{(h+s+1)^{2}+4 \rho-4(s+1) h}}{2}
$$

The investigation and calculations at the singular point $\left(\frac{h-\sqrt{-h^{2} s+h \rho}}{h}, 0\right)$ are similar to the singular point $\left(\frac{h+\sqrt{-h^{2} s+h \rho}}{h}, 0\right)$, so we consider just one of them. We move the singular point $\left(\frac{h+\sqrt{-h^{2} s+h \rho}}{h}, 0\right)$ into the origin. We use the linear change of coordinates

$$
X_{1}=X-\frac{h+\sqrt{-h^{2} s+h \rho}}{h} \quad \text { and } \quad Y_{1}=Y
$$

which gives

$$
\begin{align*}
& \dot{X}_{1}=Y_{1}, \quad \dot{Y}_{1}=2(s h-\rho) X_{1}-h X_{1}^{2}+\left(-3 X_{1}^{2}-2 X_{1}\right) \sqrt{-h^{2} s+h \rho} \\
&-h X_{1}^{3}-\left(\frac{h^{2}+\rho}{h}+\frac{2 X_{1}}{h} \sqrt{-h^{2} s+h \rho}+X_{1}^{2}\right) Y_{1} . \tag{23}
\end{align*}
$$

Since $h \neq 0,-h^{2} s+h \rho>0, g\left(X_{1}\right)=2(s h-\rho) X_{1}-X_{1}^{2} h+\left(-3 X_{1}^{2}-\right.$ $\left.2 X_{1}\right) \sqrt{-h^{2} s+h \rho}-h X_{1}^{3}$ and $f\left(X_{1}\right)=\frac{h^{2}+\rho}{h}+\frac{2 X_{1}}{h} \sqrt{-h^{2} s+h \rho}+X_{1}^{2}$. Then eigenvalues of system (23), at the origin are

$$
\lambda_{1}, \lambda_{2}=\frac{-\left(h^{2}+\rho\right) \pm \sqrt{\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)}}{2 h} .
$$

THEOREM 4.1. The system (22) has no local analytic first integral in a neighborhood of the origin if $h+s+1 \neq 0$ and one of the following conditions hold.
i. $\rho=h(s+1)$,
ii. $-\rho+h(s+1) \neq 0$ and $\frac{(h+s+1)^{2}}{h(s+1)-\rho} \notin \mathbb{Q}^{-}$,
iii. $-\rho+h(s+1) \neq 0$ and $\frac{h(s+1)-\rho}{(h+s+1)^{2}}=-\alpha \in \mathbb{Q}^{-}, \alpha \neq \frac{p q}{(p-q)^{2}}$ for some $p, q \in \mathbb{Z}^{+}$and $p \neq q$,
iv. $\rho=-\frac{(h-(s+1))^{2}}{4}$,

$$
\text { v. }-(h-(s+1))^{2}-4 \rho \neq 0 .
$$

Proof. i. Then the eigenvalues of the system (22) where $h+s+1 \neq 0$ and $\rho=h(s+1)$ are

$$
\lambda_{1}=0 \quad \text { and } \quad \lambda_{2}=-(h+s+1) .
$$

Since $(0,0)$ is an isolated singular point of system (22), Theorem 2.12 guarantees that system (22) has no local analytic first integrals in a neighborhood of the origin.
ii. Now $f(0)=h+s+1, g(0)^{\prime}=-\rho+h(s+1)$ and $\frac{f(0)^{2}}{g(0)^{\prime}}=\frac{(h+s+1)^{2}}{h(s+1)-\rho} \notin \mathbb{Q}^{-}$. It is obvious

$$
\lambda_{1}+\lambda_{2}=-(h+s+1) \quad \text { and } \quad \lambda_{1} \lambda_{2}=-\rho+h(s+1) .
$$

It is sufficient to show $k_{1} \lambda_{1}+k_{2} \lambda_{2} \neq 0$ for $k_{1}, k_{2} \in \mathbb{Z}^{+}$. Suppose that $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$. Then $\lambda_{1}=-\alpha \lambda_{2}$ for some $\alpha \in \mathbb{Q}^{+}$. We obtain

$$
\lambda_{2}(1-\alpha)=-(h+s+1) \quad \text { and } \quad-\alpha \lambda_{2}^{2}=-\rho+h(s+1) .
$$

We have, $\frac{(h+s+1)^{2}}{h(s+1)-\rho}=-\frac{(1-\alpha)^{2}}{\alpha} \in \mathbb{Q}^{-}$. Since $(h+s+1) \neq 0$ then $\alpha \neq 1$ and $\alpha \neq 0$ because $h(s+1)-\rho \neq 0$. Note that $\frac{(h+s+1)^{2}}{h(s+1)-\rho} \notin \mathbb{Q}^{-}$, then $k_{1} \lambda_{1}+k_{2} \lambda_{2} \neq 0$. Hence Theorem 2.11, guarantee that system (22) has no local analytic first integrals in a neighborhood of the origin.
iii. We write $g(0)^{\prime}=-\alpha(h+s+1)^{2}$ with $\alpha \in \mathbb{Q}^{+} \backslash\{0\}$. The rescaling $\left(X_{1}, Y_{1}, T_{1}\right)=((h+s+1) X, Y,(h+s+1) t)$, system (22) becomes

$$
X_{1}^{\prime}=Y_{1}, \quad Y_{1}^{\prime}=\frac{1}{(h+s+1)^{2}}(\rho-h(s+1)) X_{1}-Y_{1}+O\left(X_{1}, Y_{1}\right)
$$

where $O\left(X_{1}, Y_{1}\right)$ means terms of higher order and without loss of generality we write $(X, Y, t)$ instead of $\left(X_{1}, Y_{1}, T_{1}\right)$, then system above becomes of the form

$$
X^{\prime}=Y, \quad Y^{\prime}=\alpha X-Y+O(X, Y)
$$

We proceed the proof as the proof of Lemma 12 in [17].
iv. The eigenvalues of system (22) with $\rho=-\frac{(h-(s+1))^{2}}{4}$ and $h+s+1 \neq$ 0 are repeated eigenvalues $\lambda_{1}=\lambda_{2}=-\left(\frac{h+s+1}{2}\right)$. So does not satisfy resonance condition in Theorem 2.11. Therefore, the system (22) has no local analytic first integrals in a neighborhood of origin.
v. We know that a necessary condition in order that system (22) has analytic first integral is that the linear part of system (22) with $h+s+1 \neq 0$ and $-(h-(s+1))^{2}-4 \rho \neq 0$, admits a polynomial first integral.

$$
Y \frac{\partial H_{1}}{\partial X}+((\rho-h(s+1)) X-(h+s+1) Y) \frac{\partial H_{1}}{\partial Y}=0
$$

Solving it, we obtain

$$
\begin{aligned}
H_{1}= & \frac{1}{\sqrt{-(h-(s+1))^{2}-4 \rho}}\left((h+s+1) \arctan \left(\frac{(h+s+1) X+2 Y}{\sqrt{-(h-(s+1))^{2}-4 \rho} X}\right)\right. \\
& \left.-\frac{\sqrt{-(h-(s+1))^{2}-4 \rho} \ln \left((h s+h-\rho) X^{2}+(h+s+1) X Y+Y^{2}\right)}{2}\right)
\end{aligned}
$$

then the linear part of system (22) has no polynomial first integrals in a neighborhood of the origin, hence the result follows directly via HartmanGrobman Theorem.

Theorem 4.2. System (22) with $h+s+1=0$ and $\rho+(s+1)^{2} \neq 0$ has no analytic first integrals in a neighborhood of the origin.

Proof. Suppose that $H=H(X, Y)$ is a local analytic first integral at the origin of system (22) where $h+s+1=0$ and $\rho+(s+1)^{2} \neq 0$. We write $H=$ $\sum_{k>0} H_{k}(X, Y)$, where each $H_{k}$ is a homogeneous polynomial of degree $k$ for $k=1,2, \ldots$. We use induction to show that

$$
\begin{equation*}
H_{k}=0 \quad \text { for all } \quad k \geq 1 \tag{24}
\end{equation*}
$$

If $H=H_{0}=$ constant, then system (22) has no local analytic first integral at the origin. Since $H$ is a first integral of system (22), it must satisfy

$$
\begin{equation*}
Y \frac{\partial H}{\partial X}+\left(\rho X+(s+1)\left(X^{3}-2 X^{2}+(s+1) X\right)-\left(X^{2}-2 X\right) Y\right) \frac{\partial H}{\partial Y}=0 \tag{25}
\end{equation*}
$$

The equation, which encompasses terms of degree one in the variables $X$ and $Y$ in (25) are

$$
Y \frac{\partial H_{1}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{1}}{\partial Y}=0
$$

Thus $H_{1}$ is either zero or it is polynomial first integral of linear part of system (22). The calculations shows that $H_{1}=0$.
The terms of degree two in the variables $X$ and $Y$ of (25), satisfy

$$
Y \frac{\partial H_{2}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{2}}{\partial Y}=0
$$

Then again either $H_{2}$ is zero or it is polynomial first integral. The solution of the partial differential equation above is $H_{2}=c_{2} F_{2}$, where $c_{2} \in \mathbb{C}$ and

$$
F_{2}=\left(-\left(\rho+(s+1)^{2}\right) X^{2}+Y^{2}\right)
$$

The terms of degree 3 in the variables $X$ and $Y$ in (25), satisfy

$$
Y \frac{\partial H_{3}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{3}}{\partial Y}+c_{2}\left(2 X Y-2(s+1) X^{2}\right) \frac{\partial F_{2}}{\partial Y}=0
$$

Computing the homogeneous polynomial $H_{3}$, we obtain $H_{3}=\frac{4}{3} c_{2} G_{3}$, where

$$
G_{3}=(s+1) X^{3}-\frac{1}{\left(\rho+(s+1)^{2}\right)} Y^{3}
$$

Calculating the terms of degree 4 in the variables $X$ and $Y$ in (25), we obtain

$$
\begin{aligned}
Y \frac{\partial H_{4}}{\partial X}+(\rho+ & \left.(s+1)^{2}\right) X \frac{\partial H_{4}}{\partial Y} \\
& +\left(2 X Y-2(s+1) X^{2}\right) \frac{\partial H_{3}}{\partial Y}+\left((s+1) X^{3}-X^{2} Y\right) \frac{\partial H_{2}}{\partial Y}=0
\end{aligned}
$$

Computing the homogeneous polynomials $H_{4}$, implies that $c_{2}=0$, then $H_{2}=$ $H_{3}=0$ and $H_{4}=c_{4} F_{2}^{2}, c_{4} \in \mathbb{C}$. The terms of degree 5 in the variables $X$ and $Y$ in (25), satisfy

$$
\begin{equation*}
Y \frac{\partial H_{5}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{5}}{\partial Y}+\left(2 X Y-2(s+1) X^{2}\right)\left(2 c_{4} F_{2}\right) \frac{\partial F_{2}}{\partial Y}=0 \tag{26}
\end{equation*}
$$

Computing the homogeneous polynomials $H_{5}$ in (26), which gives $H_{5}=$ $\frac{8}{3} c_{4} F_{2} G_{3}$. Computing the terms of degree 6 in variables $X$ and $Y$ in (25), gives

$$
\begin{aligned}
Y \frac{\partial H_{6}}{\partial X}+(\rho+ & \left.(s+1)^{2}\right) X \frac{\partial H_{6}}{\partial Y} \\
& +\left(2 X Y-2(s+1) X^{2}\right) \frac{\partial H_{5}}{\partial Y}+\left((s+1) X^{3}-X^{2} Y\right) \frac{\partial H_{4}}{\partial Y}=0
\end{aligned}
$$

Computing the homogeneous polynomials $H_{6}$, implies that $c_{4}=0$, then $H_{4}=$ $H_{5}=0$ and $H_{6}=c_{6} F_{2}^{3}, \quad c_{6} \in \mathbb{C}$. The terms of degree 7 in the variables $X$ and $Y$ in (25), satisfy

$$
\begin{equation*}
Y \frac{\partial H_{7}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{7}}{\partial Y}+\left(2 X Y-2(s+1) X^{2}\right)\left(3 c_{6} F_{2}^{2}\right) \frac{\partial F_{2}}{\partial Y}=0 . \tag{27}
\end{equation*}
$$

Computing the homogeneous polynomials $H_{7}$ in (27), which is

$$
\begin{equation*}
H_{7}=c_{6} F_{2}^{2} G_{3} \tag{28}
\end{equation*}
$$

The terms of degree 8 in the variables $X$ and $Y$ in (25), which satisfy

$$
\begin{aligned}
Y \frac{\partial H_{8}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{8}}{\partial Y}+(2 X Y- & \left.2(s+1) X^{2}\right) \frac{\partial H_{7}}{\partial Y} \\
& +\left((s+1) X^{3}-X^{2} Y\right) \frac{\partial H_{6}}{\partial Y}=0 .
\end{aligned}
$$

Computing the homogeneous polynomials $H_{8}$, we obtain $c_{6}=0$, then $H_{6}=$ $H_{7}=0$ and $H_{8}=c_{8} F_{2}^{4}, c_{8} \in \mathbb{C}$. We now prove by induction for $n \geq 3$.

$$
\begin{align*}
& H_{2 n}=c_{2 n} F_{2}^{n}, \\
& H_{2 n+1}=F_{2}^{n-1} g_{3} \text { and } H_{i}=0 \quad \text { for } \quad i=1,2,3, \ldots, 2 n-1, \tag{29}
\end{align*}
$$

where $c_{2 n} \in \mathbb{C}$ and $g_{3}=g_{3}(X, Y)$ is a homogeneous polynomial of degree 3 . From equation (28) is true for $n=3$. Next, we assume that (29) is true for $n=4, \ldots, N-1$ and we will prove it for $n=N$. By induction assumption the terms of degree $2 N-2$ in the variables $X$ and $Y$ in (25), we obtain $H_{2 N-2}=$
$c_{2 N-2} F_{2}^{N-1}, \quad c_{2 N-2} \in \mathbb{C}$. Calculating the terms of degree $2 N-1$ in the variables $X$ and $Y$ in (25), which are

$$
\begin{align*}
Y \frac{\partial H_{2 N-1}}{\partial X}+ & \left(\rho+(s+1)^{2}\right) X \frac{\partial H_{2 N-1}}{\partial Y} \\
& +\left(2 X Y-2(s+1) X^{2}\right)\left((N-1) c_{2 N-2} F_{2}^{N-2}\right) \frac{\partial F_{2}}{\partial Y}=0 \tag{30}
\end{align*}
$$

We consider two cases.
Case 1: $H_{2 N-1}$ is not divisible by $F_{2}$. Repeating the argument for passing from (27) and (28). We obtain $H_{2 N-1}=F_{2} \tilde{G}_{2 N-1}$, where $\tilde{G}_{2 N-1}=$ $\tilde{G}_{2 N-1}(X, Y)$ is a homogeneous polynomial of degree $2 N-3$ which is contradiction.

Case 2: $H_{2 N-1}$ is divisible by $F_{2}$. In this case we can write $H_{2 N-1}=$ $F_{2}^{l} g_{3}$ with $1 \leq l \leq N-3$ and $g_{3}$ is a homogeneous polynomial of degree $2 N-1-2 l$, otherwise the results would be obtained. Again, eventually we get a contradiction. In that case $H_{2 N-1}$ satisfies

$$
\begin{aligned}
& Y \frac{\partial H_{2 N-1}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{2 N-1}}{\partial Y}+ \\
&\left(2 X Y-2(s+1) X^{2}\right)\left((N-1) c_{2 N-2} F_{2}^{N-2-l} \frac{\partial F_{2}}{\partial Y}\right)=0
\end{aligned}
$$

As $l \leq N-3$, then the same argument used in Case 1, imply a contradiction. From the claim $H_{2 N-1}=F_{2}^{N-2} g_{3}$, where $g_{3}=g_{3}(X, Y)$ is a homogeneous polynomial of degree 3. Then equation (30) becomes

$$
\begin{align*}
(N & -2) F_{2}^{N-3} g_{3}\left(Y \frac{\partial F_{2}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial F_{2}}{\partial Y}\right) \\
& +\left(Y \frac{\partial g_{3}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial g_{3}}{\partial Y}\right) F_{2}^{N-2} \\
& +\left(2 X Y-2(s+1) X^{2}\right)\left((N-1) c_{2 N-2} F_{2}^{N-2} \frac{\partial F_{2}}{\partial Y}\right)=0 \tag{31}
\end{align*}
$$

Since $F_{2}$ is a first integral of linear part of system (22), then we can rewrite equation (31), as

$$
\begin{align*}
& Y \frac{\partial g_{3}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial g_{3}}{\partial Y} \\
&+\left(2 X Y-2(s+1) X^{2}\right)\left((N-1) c_{2 N-2} \frac{\partial F_{2}}{\partial Y}\right)=0 \tag{32}
\end{align*}
$$

The terms of degree $2 N$ in the variables $X$ and $Y$ in (25) satisfy

$$
\begin{aligned}
& Y \frac{\partial H_{2 N}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{2 N}}{\partial Y} \\
& +\left(2 X Y-2(s+1) X^{2}\right)\left((N-2) g_{3} F_{2}^{N-3} \frac{\partial F_{2}}{\partial Y}\right)+\left(2 X Y-2(s+1) X^{2}\right) F_{2}^{N-2} \frac{\partial g_{3}}{\partial Y} \\
& \quad+(N-1) c_{2 N-2}\left((s+1) X^{3}-Y X^{2}\right) F_{2}^{N-2} \frac{\partial F_{2}}{\partial Y}=0
\end{aligned}
$$

We now proceed similarly as calculating $H_{2 N-1}$, we obtain $H_{2 N}=F_{2}^{N-3} U_{6}$, where $U_{6}=U_{6}(X, Y)$ is a homogeneous polynomial of degree 6 . Then $U_{6}$ satisfies

$$
\begin{align*}
Y \frac{\partial U_{6}}{\partial X}+ & \left(\rho+(s+1)^{2}\right) X \frac{\partial U_{6}}{\partial Y}+\left(2 X Y-2(s+1) X^{2}\right)\left((N-2) g_{3} \frac{\partial F_{2}}{\partial Y}\right) \\
+ & \left(2 X Y-2(s+1) X^{2}\right) F_{2} \frac{\partial g_{3}}{\partial Y} \\
& +(N-1) c_{2 N-2}\left((s+1) X^{3}-Y X^{2}\right) F_{2} \frac{\partial F_{2}}{\partial Y}=0 \tag{33}
\end{align*}
$$

Computing the homogeneous polynomials $g_{3}$ and $U_{6}$ from (32) and (33), therefore $c_{2 N-2}=0$ and $g_{3}=0$. This implies that $H_{2 N-2}=H_{2 N-1}=0$ and $H_{2 N}=c_{2 N} F_{2}^{N}, c_{2 N} \in \mathbb{C}$. The terms of degree $2 N+1$ in equation (25), gives

$$
\begin{aligned}
& Y \frac{\partial H_{2 N+1}}{\partial X}+\left(\rho+(s+1)^{2}\right) X \frac{\partial H_{2 N+1}}{\partial Y} \\
&+\left(2 X Y-2(s+1) X^{2}\right)\left(N c_{2 N} F_{2}^{N-1} \frac{\partial F_{2}}{\partial Y}\right)=0
\end{aligned}
$$

Then the same arguments used for calculating $H_{2 N-1}$ imply that $H_{2 N+1}$ is of the form $H_{2 N+1}=F_{2}^{N-1} T_{3}$ where $T_{3}=T_{3}(X, Y)$ is a homogeneous polynomial of degree 3 . Hence (29) holds true when $n=N$.

Theorem 4.3. System (22) has no local analytic first integral in a neighborhood of the singular point $\left(\frac{h+\sqrt{-h^{2} s+h \rho}}{h}, 0\right)$ if one of the following conditions hold.
a. $\rho=h s, h \neq 0$ and $h+s \neq 0$,
b. $\rho-h s>0$ and $h>0$.

Proof. a. The eigenvalues of system (23), where $\rho=h s$ and $(h+s) \neq 0$, are $\lambda_{1}=0$ and $\lambda_{2}=-(h+s)$. Since $(0,0)$ is isolated singular point of system (23), by Theorem 2.12, we obtain the system (23) has no local analytic first integral in a neighborhood of the origin.
b. Computing the eigenvalues of system (22) at the singular point $\left(\frac{h+\sqrt{-h^{2} s+h \rho}}{h}, 0\right)$, which are

$$
\lambda_{1}, \lambda_{2}=\frac{-\left(h^{2}+\rho\right) \pm \sqrt{h^{4}+8 h^{3} s-8 \sqrt{-h^{2} s+h \rho} h^{2}-6 \rho h^{2}+\rho^{2}}}{2 h} .
$$

Suppose that there exist positive integers $k_{1}, k_{2}$ such that $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$. Computing $\lambda_{1} \lambda_{2}=2((\rho-h s)+\sqrt{h(\rho-h s)})$. Note that by Theorem 2.11, if such integers do not exist we are done. Then $\lambda_{1}=-\alpha \lambda_{2}$ with $\alpha$ is a positive rational, and hence in particular $\lambda_{1} \lambda_{2}=-\alpha \lambda_{2}^{2}<0$. But $\lambda_{1} \lambda_{2}=2((\rho-h s)+\sqrt{h(\rho-h s)})>0$ if $(\rho-h s) h>0$. The theorem's proof is now complete.

Theorem 4.4. If $h \neq 0,-h^{2} s+h \rho>0$ and $h^{2}+\rho \neq 0$ satisfies one of the following conditions
i. $h s-\rho-\sqrt{-h^{2} s+h \rho}=0$.
ii. $h s-\rho-\sqrt{-h^{2} s+h \rho} \neq 0$ and $\frac{\frac{\left(h^{2}+\rho\right)^{2}}{h^{2}}}{2\left(h s-\rho-\sqrt{\left.-h^{2} s+h \rho\right)}\right.} \notin \mathbb{Q}^{-}$.
iii. $h s-\rho-\sqrt{-h^{2} s+h \rho} \neq 0, \frac{2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)}{\frac{\left(h^{2}+\rho\right)^{2}}{h^{2}}}=-\alpha \in \mathbb{Q}^{-}$and $\alpha \neq \frac{p q}{(p-q)^{2}}$ for some $p, q \in \mathbb{Z}^{+}$.
iv. $\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)=0$.
v. $\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right) \neq 0$.

Then the system (23) has no analytic first integrals in a neighborhood of the origin.

Proof. i. If the conditions are satisfied in this case, then the eigenvalues of the system (23), are $\lambda_{1}=0$ and $\lambda_{2}=-\frac{\left(h^{2}+\rho\right)}{h}$. Since $(0,0)$ is an isolated singular point of system (23), Theorem 2.12 guarantee that the system (23) has no local analytic first integrals in a neighborhood of the origin.
ii. Now $f(0)=\frac{h^{2}+\rho}{h}, \quad g(0)^{\prime}=2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)$ and $\frac{f(0)^{2}}{g(0)^{\prime}}=$ $\frac{\frac{\left(h^{2}+\rho\right)^{2}}{h^{2}}}{2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)} \notin \mathbb{Q}^{-}$. It is obvious

$$
\lambda_{1}+\lambda_{2}=-\left(\frac{h^{2}+\rho}{h}\right) \quad \text { and } \quad \lambda_{1} \lambda_{2}=2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right) .
$$

It is sufficient to show $k_{1} \lambda_{1}+k_{2} \lambda_{2} \neq 0$ for $k_{1}, k_{2} \in \mathbb{Z}^{+}$. Suppose that $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$, then $\lambda_{1}=-\alpha \lambda_{2}$ for some $\alpha \in \mathbb{Q}^{+}$. We obtain

$$
\lambda_{2}(1-\alpha)=-\left(\frac{h^{2}+\rho}{h}\right) \quad \text { and } \quad-\alpha \lambda_{2}^{2}=2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right) .
$$

We have, $\frac{\frac{\left(h^{2}+\rho\right)^{2}}{h^{2}}}{2\left(h s-\rho-\sqrt{\left.-h^{2} s+h \rho\right)}\right.}=-\frac{(1-\alpha)^{2}}{\alpha} \in \mathbb{Q}^{-}$. Since $\frac{h^{2}+\rho}{h} \neq 0$, then $\alpha \neq 1$ and $\alpha \neq 0$ because $2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right) \neq 0$. Note that $\frac{\frac{\left(h^{2}+\rho\right)^{2}}{h^{2}}}{2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)} \notin \mathbb{Q}^{-}$, then $k_{1} \lambda_{1}+k_{2} \lambda_{2} \neq 0$. Hence by Theorem 2.11, the system (23) has no local analytic first integrals in a neighborhood of the origin.
iii. We write $g(0)^{\prime}=-\alpha\left(\frac{h^{2}+\rho}{h}\right)^{2}$ with $\alpha \in \mathbb{Q}^{+} \backslash\{0\}$. With the rescaling $(X, Y, T)=\left(\left(\frac{h^{2}+\rho}{h}\right) X_{1}, Y_{1},\left(\frac{h^{2}+\rho}{h}\right) t\right)$, system (23) becomes of the form

$$
X^{\prime}=Y, \quad Y^{\prime}=-\frac{2\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)}{\left(\frac{h^{2}+\rho}{h}\right)^{2}} X-Y+O(X, Y)
$$

where $O(X, Y)$ denotes terms of higher order and without loss of generality we write $\left(X_{1}, Y_{1}, t\right)$ instead of $\left(X, Y, T_{1}\right)$, the system above becomes of the form

$$
X_{1}^{\prime}=Y_{1}, \quad Y_{1}^{\prime}=\alpha X_{1}-Y_{1}+O\left(X_{1}, Y_{1}\right)
$$

We proceed the proof as the proof of Lemma 12 in [17].
iv. The eigenvalues of system (23) with

$$
\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right)=0 \text { and } h^{2}+\rho \neq 0
$$

are repeated eigenvalues $\lambda_{1}=\lambda_{2}=-\frac{\left(h^{2}+\rho\right)}{2 h}$. Then the resonance condition does not hold and by Theorem 2.11, the system (23) has no local analytic first integral in a neighborhood of origin.
v. We know that a necessary condition in order that system (23) has analytic first integral is that the linear part of system (23) with $h^{2}+\rho \neq 0$ and $\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(h s-\rho-\sqrt{-h^{2} s+h \rho}\right) \neq 0$, admits a polynomial first integral.

$$
Y_{1} \frac{\partial H_{1}}{\partial X_{1}}+\left(-2 X_{1} \sqrt{-h^{2} s+h \rho}+2 h s X_{1}-2 \rho X_{1}-\frac{h^{2}+\rho}{h} Y_{1}\right) \frac{\partial H_{1}}{\partial Y_{1}}=0
$$

Solving it, we obtain

$$
\begin{aligned}
& H_{1}=\frac{1}{\sqrt{-\left(\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(-\rho+h s-\sqrt{-h^{2} s+h \rho}\right)\right.}}\left(\left(h^{2}+\rho\right)\right. \\
& \quad \arctan \left(\frac{\left(h^{2}+\rho\right) X_{1}+2 h Y_{1}}{\left.\sqrt{-\left(\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(-\rho+h s-\sqrt{-h^{2} s+h \rho}\right)\right.}\right) X_{1}}\right)- \\
& \frac{1}{2} \sqrt{-\left(\left(h^{2}+\rho\right)^{2}+8 h^{2}\left(-\rho+h s-\sqrt{-h^{2} s+h \rho}\right)\right)} \ln \left(-2 h^{2} s X_{1}^{2}\right. \\
&\left.\left.\quad+2 \sqrt{-h^{2} s+h \rho} h X_{1}^{2}+h^{2} X_{1} Y_{1}+2 h \rho X_{1}^{2}+h Y_{1}^{2}+\rho X_{1} Y_{1}\right)\right) .
\end{aligned}
$$

Since the linear part of system (23) has no polynomial first integrals in a neighborhood of the origin, hence the result follows directly.

Theorem 4.5. The system (23) has no local analytic first integrals in a neighborhood of the origin if $h^{2}+\rho=0$ and $\left.h(h+s)-\sqrt{-h^{2}(h+s)}\right) \neq 0$.
Proof. Suppose that $H=H\left(X_{1}, Y_{1}\right)$ is a local analytic first integral at the origin of system (23) where $h^{2}+\rho=0$ and $\left.h(h+s)-\sqrt{-h^{2}(h+s)}\right) \neq 0$. We write $H=\sum_{i \geq 0} H_{i}\left(X_{1}, Y_{1}\right)$, where each $H_{i}$ is a homogeneous polynomial of degree $i$ for $i=1,2, \ldots$. We use induction to show that

$$
\begin{equation*}
H_{i}=0 \quad \text { for all } \quad i \geq 1 . \tag{34}
\end{equation*}
$$

If equation (34) implies that $H=H_{0}=$ constant, then system (23) has no local analytic first integral at the origin. Since $H$ is a first integral of system (23) with $h^{2}+\rho=0$ and $\left.h(h+s)-\sqrt{-h^{2}(h+s)}\right) \neq 0$, it must satisfy

$$
\begin{align*}
& Y_{1} \frac{\partial H}{\partial X_{1}}+\left(-h X_{1}^{3}+2 h^{2} X_{1}+2 h s X_{1}-h X_{1}^{2}-3 X_{1}^{2} \sqrt{-h^{2}(h+s)}\right. \\
& \left.\quad-2 X_{1} \sqrt{-h^{2}(h+s)}-\left(X_{1}^{2} Y_{1}+\frac{2 X_{1} Y_{1}}{h} \sqrt{-h^{2}(h+s)}\right)\right) \frac{\partial H}{\partial Y_{1}}=0 \tag{35}
\end{align*}
$$

The terms of degree one in the variables $X_{1}$ and $Y_{1}$ in (35) satisfy

$$
Y_{1} \frac{\partial H_{1}}{\partial X_{1}}+2\left(h^{2}+h s-\sqrt{-h^{2}(h+s)}\right) X_{1} \frac{\partial H_{1}}{\partial Y_{1}}=0
$$

Thus $H_{1}$ is either zero or it is polynomial first integral of linear part of system (23). As before, we obtain $H_{1}=0$. Computing the terms of degree two in the variables $X_{1}$ and $Y_{1}$ of (35), which satisfy

$$
Y_{1} \frac{\partial H_{2}}{\partial X_{1}}+2\left(h^{2}+h s-\sqrt{-h^{2}(h+s)}\right) X_{1} \frac{\partial H_{2}}{\partial Y_{1}}=0 .
$$

Then either $H_{2}$ is zero or it is polynomial first integral of linear system. Computing the homogeneous polynomial $H_{2}$, we obtain $H_{2}=C_{2} T_{2}, \quad C_{2} \in \mathbb{C}$, where

$$
T_{2}=Y_{1}^{2}+2\left(\sqrt{-h^{2}(h+s)}-h(h+s)\right) X_{1}^{2} .
$$

The terms of degree 3 in the variables $X_{1}$ and $Y_{1}$ in (35), satisfy

$$
\begin{aligned}
& Y_{1} \frac{\partial H_{3}}{\partial X_{1}}+2\left(h^{2}+h s-\sqrt{-h^{2}(h+s)}\right) X_{1} \frac{\partial H_{3}}{\partial Y_{1}} \\
& \quad+C_{2}\left(-h X_{1}^{2}-3 X_{1}^{2} \sqrt{-h^{2}(h+s)}-\frac{2 X_{1} Y_{1}}{h} \sqrt{-h^{2}(h+s)}\right) \frac{\partial T_{2}}{\partial Y_{1}}=0
\end{aligned}
$$

Computing the homogeneous polynomial $H_{3}$, we obtain $H_{3}=\frac{2}{3} C_{2} G_{3}$, where

$$
G_{3}=\left(3 \sqrt{-h^{2}(h+s)}+h\right) X_{1}^{3}-\left(\frac{h-\sqrt{-h^{2}(h+s)}}{h^{2}(h+s+1)}\right) Y_{1}^{3}
$$

Calculating the terms of degree 4 in the variables $X_{1}$ and $Y_{1}$ in (35), which are

$$
\begin{aligned}
& Y_{1} \frac{\partial H_{4}}{\partial X_{1}}+2\left(h^{2}+h s-\sqrt{-h^{2}(h+s)}\right) X_{1} \frac{\partial H_{4}}{\partial Y_{1}} \\
& +\left(-h X_{1}^{2}-3 X_{1}^{2} \sqrt{-h^{2}(h+s)}-\frac{2 X_{1} Y_{1}}{h} \sqrt{-h^{2}(h+s)}\right) \frac{\partial H_{3}}{\partial Y_{1}} \\
& \\
& +\left(-h X_{1}^{3}-X_{1}^{2} Y_{1}\right) \frac{\partial H_{2}}{\partial Y_{1}}=0
\end{aligned}
$$

Computing the homogeneous polynomials $H_{4}$, we obtain $C_{2}=0$ and $H_{2}=$ $H_{3}=0, H_{4}=C_{4} T_{2}^{2}, C_{4} \in \mathbb{C}$. By the same argument in Theorem 4.2 we can show that $C_{4}=0, H_{4}=H_{5}=0$ and $H_{6}=C_{6} T_{2}^{3}$. The terms of degree 7 in the variables $X_{1}$ and $Y_{1}$ in (35), satisfy

$$
\begin{aligned}
Y_{1} \frac{\partial H_{7}}{\partial X_{1}} & +2\left(h^{2}+h s-\sqrt{-h^{2}(h+s)}\right) X_{1} \frac{\partial H_{7}}{\partial Y_{1}} \\
& +\left(-h X_{1}^{2}-3 X_{1}^{2} \sqrt{-h^{2}(h+s)}-\frac{2 X_{1} Y_{1}}{h} \sqrt{-h^{2}(h+s)}\right) \frac{\partial H_{6}}{\partial Y_{1}}=0
\end{aligned}
$$

Computing the homogeneous polynomials $H_{7}$, which is

$$
\begin{equation*}
H_{7}=C_{6} T_{2}^{2} G_{3} \tag{36}
\end{equation*}
$$

Now we will prove by induction for $n \geq 3$.

$$
\begin{align*}
& H_{2 n}=C_{2 N} T_{2}^{n} \\
& H_{2 n+1}=T_{2}^{n-1} g_{3} \text { and } \quad H_{i}=0 \quad \text { for } \quad i=1,2,3, \ldots, 2 n-1 \tag{37}
\end{align*}
$$

where $C_{2 n} \in \mathbb{C}$ and $g_{3}=g_{3}(X, Y)$ is a homogeneous polynomial of degree 3 . From equation (36) it is true for $n=3$. Next we assume that (37) is true for $n=4, \ldots, N-1$ and we will prove it for $n=N$. By induction assumption the terms of degree $2 N-2$, in (37), $H_{2 N-2}=C_{2 N-2} T_{2}^{N-1}, C_{2 N-2} \in \mathbb{C}$. By the same argument in Theorem 4.2 we can show that $H_{i}=0$ for all $i \geq 1$.
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