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Abstract. If the quaternary quartic equation

9 ·
(
u2 + 7 v2

)2 − 7 ·
(
r2 + 7 s2

)2
= 2 (*)

which M. Davis put forward in 1968 has only finitely many solutions
in integers, then — it was observed by M. Davis, Yu. V. Matiyasevich,
and J. Robinson in 1976 — every listable set would turn out to admit
a single-fold Diophantine representation.
In 1995, D. Shanks and S. S. Wagstaff conjectured that (*) has
infinitely many solutions; while in doubt, it seemed wise to us to sin-
gle out new candidates for the role of “rule-them-all equation”. We
offer three new quaternary quartic equations, each obtained by much
the same recipe which led to (*). The significance of those can be sup-
ported by arguments analogous to the ones found in Davis’s original
paper; moreover, they might play a key role in settling the conjecture
that every listable set has a single-fold (or, at least, a finite-fold) rep-
resentation.
Directly from the unproven assertion that any of the novel equations
has only finitely many solutions in integers, one can construct a Dio-
phantine relation of exponential growth, as we show in detail for one,
namely

3 ·
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 2 ,

of the new candidate rule-them-all equations.
An account of Julia Robinson’s earliest Diophantine reduction of expo-
nentiation to any relation of exponential growth is also included, for
the sake of self-containedness.

Keywords: Hilbert’s 10th problem, exponential-growth relation, single/finite-fold Dio-
phantine representation, Pell’s equation.
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Introduction

In his paper [3], Martin Davis derived from the unproven assertion∥∥∥∥∥∥
the equation

9 ·
(
u2 + 7 v2

)2 − 7 ·
(
r2 + 7 s2

)2
= 2 (*)

has no solution in non-negative integers save the trivial u = r = 1, v = s = 0

that∥∥∥∥ there is no uniform algorithm for testing polynomial Diophantine equations
for solvability in positive integers, i.e., Hilbert’s tenth problem is unsolvable.

Yuri Matiyasevich did establish, short afterwards [13], the algorithmic un-
solvability of Hilbert’s 10th problem, but along a different pattern. Also, Davis’s
expectation that his quaternary quartic had no non-trivial solutions came to
an end in the early 1970s, when new solutions where discovered (see [7] and
[22, p. 68]).

Davis’s equation still retains, notwithstanding, part of its original fascina-
tion (cf. [15, pp. 43–44]). For, on the one hand, it would suffice that (*) had
only finitely many solutions in integers in order that it can be exploited in
the manner originally proposed by Davis — namely, to show that some Dio-
phantine relation has exponential growth. On the other hand, if the number
of solutions to (*) is finite, then — according to [4] — it can be shown that
a single-fold Diophantine representation of the dyadic relation 2n = c can be
constructed. More generally, every partial recursive function F — mapping a
subset of Nm into N = {0, 1, . . . }, for some m — could be represented as

F(a1, . . . ,am) = b ⇐⇒ the equation P (a1, . . . ,am, x0, . . . , xk) = b
has a solution in non-negative integers,

where P (a1, . . . , am, x0, . . . , xκ) is a polynomial with integer coefficients in the
variables a1 , . . . , am, x0 , . . . , xκ such that the following implication holds all
over N:1

(∀ a1 , . . . , am , b , x0 , . . . , xκ , y0 , . . . , yκ )
[

P (a1, . . . , am, x0, . . . , xκ) = b = P (a1, . . . , am, y0, . . . , yκ) =⇒
κ∧

i=0

(
xi = yi

)]
.

1It should be clear that the variables a1 , . . . , am , b and x0, . . . , xκ play different roles: b
and the ai’s act as parameters, whereas the xj ’s act as unknowns.
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It is conjectured in [23, p. 1720] that (*) has infinitely many solutions in
integers; while in doubt, it hence seemed wise to us to single out additional
candidates for the role of “rule-them-all equation”, in the hope that one would
prove easier to analyze than the others. One of three alternatives which we put
forward in this paper is the novel quaternary quartic equation

3 ·
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 2 , (

∗
∗)

which emerged from private discussions with Martin Davis.
We shall argue on the significance of this equation by paralleling the argu-

ments found in [3] very closely — even verbatim at various places. Directly

from the unproven assertion, H, that (
∗
∗) has only finitely many solutions in

integers, we shall show how to construct a Diophantine relation ϱ of exponen-
tial growth. The same task can be carried out, likewise, with either one of two
more quaternary quartic equations which will be presented without detailed
treatment.

Davis’ original equation as well as the ones that will be considered in the
ongoing are of the following type: given a positive non-square integer δ, the
solutions to the equation correspond to the representations of a certain integer
c by a quadratic form f(x, y) of discriminant δ (up to squares), where x, y are in
their turn representable by a quadratic form of discriminant −d (for a number
d simply related to δ, often coinciding with it). The key point is Lemma 3.4,
which refers to the discriminant −3 but can be generalized to an arbitrary
discriminant −δ , as by Corollary 3.2.

An ending proposition of this paper, namely Theorem 6.10, shows that our
relation ϱ enjoys a property which, after Matiyasevich [12], we expect to play a
crucial role in the hoped-for finite-fold representability of all partial recursive
functions, whichH would yield if true. (Finite-fold-ness is a weaker requirement
than single-fold-ness, as we are about to explain.)

For the sake of self-containedness, in Appendix A we offer a slightly re-
touched account of Julia Robinson’s earliest Diophantine reduction of expo-
nentiation, bn = c, to any exponential-growth dyadic relation.

1. The finite-fold-ness issue

As was anticipated in [5] and then conclusively shown in 1961 [6], every partial
recursive function F from a subset of Nm into N can be specified in the form

F(a1, . . . , am) = b ⇐⇒ (∃x0 · · · ∃xκ) φ(

pairwise distinct variables︷ ︸︸ ︷
a1, . . . , am, b︸ ︷︷ ︸
parameters

, x0, . . . , xκ︸ ︷︷ ︸
unknowns

) , (†)

for some formula φ that only involves:



4 D. CANTONE AND E.G. OMODEO

• individual variables, including (as free variables) the shown ones,

• positive integer constants,

• addition, multiplication, exponentiation (namely the predicate xy = z),

• the logical connectives & , ∨, ∃ ν, = .

This result, known as the Davis-Putnam-Robinson (or ‘DPR’) theorem,
was later improved by Yu. Matiyasevich in two respects: in [13] he showed
how to ban use of exponentiation, altogether, from (†); in [14], while retaining
exponentiation, he achieved single-fold -ness of the representation, in the sense
explained below.2

A representation (∃x0, . . . , xκ) φ of F in the above form (†) is said to be
single-fold if

(∀ a1 , . . . , am , b) (∃ y0 , . . . , yκ) (∀x0 , . . . , xκ)
[
φ =⇒

κ∧
i=0

(
xi = yi

) ]
(
i.e., the constraint φ( a1, . . . , am, b , x0, . . . , xκ ) never has multiple solutions

)
.

The definition of finite-fold -ness is akin: the overall number of solutions
(in the x’s) that correspond to each (m + 1)-tuple ⟨a1, . . . ,am, b⟩ of actual
parameters must be finite; or, to state this formally:

(∀ a1 , . . . , am , b) (∃ s) (∀x0 , . . . , xκ)
[

φ =⇒ s ⩾ x0 + · · · + xκ

]
.

In [12], Matiyasevich argues on the significance of combining his two im-
provements to DPR, and on the difficulty — as yet unsolved — of this rec-
onciliation. Full elimination of exponentiation from (†) is generally achieved
in two phases: one first gets the polynomial Diophantine representation of a
relation of exponential growth (see [18, 19]), and then integrates this represen-
tation with additional constraints in order to represent the predicate xy = z
polynomially. Unfortunately, though, the solutions to the equations introduced
in the first phase have a periodic behavior, causing the equations that specify
exponentiation to have infinitely many solutions.

One way out of this difficulty was indicated in [4], and has been recently
recalled in [12, 15]: If one managed to prove that there are only a finite number
of solutions to a certain quaternary quartic equation, which M. Davis put

2A virtue of the representation proposed in [14] is that exponentiation occurs in it only
once; the author was in fact able to ensure single-fold-ness while reducing (†) to the elegant
format
F(a1, . . . , am) = b ⇐⇒ (∃x0 , x1 , . . . , xκ) Q(a1, . . . , am, b, x1 , . . . , xκ) = 4x0 + x0 ,

where Q is a polynomial with coefficients in Z, devoid of occurrences of x0 .
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forward in his “One equation to rule them all” [3], then a relation of exponential
growth could be represented by a single-fold Diophantine polynomial equation.

Skepticism concerning the finitude of the set of solutions to Davis’s equation
began to circulate among number theorists after D. Shanks and S. S. Wagstaff
[23] discovered some fifty elements of this set. This is why we sought new
candidates to the role of ‘rule-them-all’ equation, by resorting to much the
same recipe which enabled Davis to obtain his own.

2. Davis’ quaternary equation and its siblings

As of today, there are four competitors for the role of ‘rule-them-all’ equation:

−2: 2 ·
(
r2 + 2 s2

)2 − (
u2 + 2 v2

)2
= 1 ;

−3: 3 ·
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 2 ;

−7: 7 ·
(
r2 + 7 s2

)2 − 32 ·
(
u2 + 7 v2

)2
= −2 (the one of [3]);

−11: 11 ·
(
r2 + r s + 3 s2

)2 − (
v2 + v u+ 3u2

)2
= 2 .

Each one of these equations stems from a square-free rational integer d > 0
such that the integers of the imaginary quadratic field Q(

√
−d) form a unique-

factorization domain.3 The numbers in question — detected by Carl Friedrich
Gauss — are known to be 1, 2, 3, 7, 11, 19, 43, 67, 163, and no others. Con-
sider, for each such d save d = 1, also the equation d y2 + 1 = 2 (meaning:
‘d y2+1 is a perfect square’). As is well known, this is a Pell equation endowed
with infinitely many solutions in N. The equations we have listed are associ-
ated — in a manner which will emerge from the discussion in this paper —
with the discriminants −2,−3,−7,−11 of the corresponding Pell equations; in
principle we could have associated a rule-them-all equation also with each one
of −19,−43,−67,−163.4

Trivial solutions (in Z): We shall regard as being trivial, for each one of
the rule-them-all equations shown above, the following four solutions:

r, u ∈ {−1, 1} , s = v = 0 .

3The ring of integers of an algebraic number field K is the ring of all elements of K which
are roots of monic polynomials xn + cn−1 xn−1 + · · · + c0 with rational integer coefficients
ci .

4Note added in proof. After the writing of this paper was completed, in Dec 2020 and in
March 2021, Luca Cuzziol found two more candidate rule-them-all equations, which are:

−19: 19 · 32 ·
(
r2 + r s + 5 s2

)2 − 132 ·
(
v2 + v u+ 5u2

)2
= 2 ;

−43: 43 ·
(
s2 + s r + 11 r2

)2 −
(
v2 + v u+ 11u2

)2
= 2 .
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When the discriminant is −11, two more solutions must be regarded as
trivial:

r = ±1 , u = 1 , s = 0 , v = −1 .

Presently, for the discriminant −2, we only know trivial solutions.

Non-trivial solutions (in N): As mentioned at the end of Sec. 1, over 50
solutions were found for the rule-them-all equation with discriminant −7.

Two non-trivial solutions for the discriminant −3 and two for the discrimi-
nant −11 were also detected; they will be shown later (see Fact 3).

Relative to each one of our discriminants −2,−3,−7,−11, we have a notion
of representable number ; to wit, a positive integer which can be written in
the corresponding quadratic form (with u , v ∈ Z ):

−2: u2 + 2 v2 ,

−3: u2 + 3 v2 ,

−7: u2 + u v + 2 v2
(
note the special case u2 + 7 v2 =

(u− v)2 + (u− v) (2 v) + 2 (2 v)2
)
,

−11: u2 + u v + 3 v2
(
note the special case u2 + 11 v2 =

(u− v)2 + (u− v) (2 v) + 3 (2 v)2
)
.

Clue: Things are so because the integers of Q(
√
−d) form the ring:{

Z
[√

−d
]

if d ≡ 1, 2 ( mod 4) ,

Z
[
(1 +

√
−d) / 2

]
if d ≡ 3 ( mod 4) .

Rather than discussing at length each of the four candidate rule-them-all
equations, in the ongoing we shall only examine how to assemble the one,
(
∗
∗), that corresponds to the discriminant −3, and how to construct, directly

from the unproven assertion that (
∗
∗) has only finitely many integer solutions,

a finite-fold Diophantine representation of a relation of exponential growth.

3. Some properties of solutions to the Pell equation
x2 − 3 y2 = 1

Let us recall a most basic fact about the Pell equation (cf. [9, pp. 216–217]):
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Lemma 3.1. The successive non-negative integer solutions to any equation of
type x2 − δ y2 = 1, with δ > 0 a non-square integer, are given (for n ⩾ 0) by

xn + yn
√
δ =

(
x1 + y1

√
δ
)n

,

where x1, y1 may be calculated from the fact that y1 is the least y > 0 for which
1 + δ y2 is a square and x1 =

√
1 + δ y21 .

It hence follows that x2ℓ + y2ℓ
√
δ =

(
xℓ + yℓ

√
δ
)2

and, consequently:

Corollary 3.2. The solutions to the said equation satisfy the identity5

x2ℓ + y2ℓ
√
δ =

(
x2
ℓ + δ y2ℓ

)
+ 2 xℓ yℓ

√
δ .

Henceforth we shall mainly focus on the treatment of the discriminant −δ =
−3, occasionally indicating where differences lie with the numbers −2 and −11.
In the case at hand, we readily have y1 = 1 and x1 = 2.

Lemma 3.3. gcd(xn, yn) = 1.

Proof. t | xn and t | yn implies t | (x2
n − 3 y2n), i.e., t | 1.

Lemma 3.4. Both of the sequences ⟨xn⟩n∈N, ⟨yn⟩n∈N are solutions to the second-
order recurrence equation

Un+2 = 4 Un+1 − Un .

(Thus, ⟨xn⟩n∈N=⟨1, 2, 7, 26, 97, 362, . . .⟩ and ⟨yn⟩n∈N=⟨0, 1, 4, 15, 56, 209, . . .⟩.)

Proof. Let θ = 2 +
√
3, θ′ = 2 −

√
3. Then, θ + θ′ = 4, θθ′ = 1, so that

θ2 − 4 θ + 1 = 0. Hence θn+2 − 4 θn+1 + θn = 0, for n ⩾ 0. That is,

xn+2 + yn+2

√
3 = 4

(
xn+1 + yn+1

√
3
)
−

(
xn + yn

√
3
)
.

Lemma 3.5. For n odd, xn is even and yn is odd. For n even, xn is odd and
yn is even.

Proof. The result is clear by inspection for n = 0, 1. It follows, in general,
since Lemma 3.4 implies that xn+2 ≡ xn (mod 2), yn+2 ≡ yn (mod 2).

Lemma 3.6. For ℓ ⩾ 0,

x2ℓ = x2
ℓ + 3 y2ℓ , y2ℓ = 2 xℓ yℓ.

5As stressed in the Introduction, this identity is a cornerstone in the construction of each
candidate rule-them-all equation: it shows that x2ℓ — entering in a representation of 1 in
the form x2 − δ y2 — is, in its turn, represented by the quadratic form x2 + δ y2.
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Proof. Immediate from Corollary 3.2.

Lemma 3.7. Let h,m > 0. Then,

y2m·h = 2m xh yh ·
∏

0<i<m x2i·h .

Proof. For m = 1, the result is given by Lemma 3.6. Proceeding by induction
(and using Lemma 3.6),

y2m+1·h = 2 x2m·h y2m·h = 2m+1 xh yh ·
∏

0<i⩽m x2i·h .

Corollary 3.8. Let m > 0. Then

y2m = 2m+1 ·
∏

0<i<m x2i .

Proof. Take h = 1 in Lemma 3.7.

Lemma 3.9. Let ℓ ⩾ 0. Then

y2 ℓ+1 = (xℓ + 3 yℓ) (xℓ + yℓ) .

Proof. Lemma 3.1 yields

x2 ℓ+1 + y2 ℓ+1

√
3 =

(
xℓ + yℓ

√
3
)2 (

2 +
√
3
)

=
((
x2
ℓ + 3 y2ℓ

)
+ 2 xℓ yℓ

√
3
) (

2 +
√
3
)
.

Hence,
y2 ℓ+1 = x2

ℓ + 4 xℓ yℓ + 3 y2ℓ = (xℓ + 3 yℓ) (xℓ + yℓ).

Lemma 3.10. Let ℓ ⩾ 0. Then

gcd(xℓ + 3 yℓ, xℓ + yℓ) = 1 .

Proof. Suppose that there is a prime number p such that p | xℓ + yℓ and
p | xℓ +3 yℓ . Then, since 3 (xℓ + yℓ)− (xℓ +3 yℓ) = 2xℓ , either p = 2 or p | xℓ .
But, by Lemma 3.5, xℓ and yℓ have opposite parity, so p ̸= 2. Hence p | xℓ,
and therefore p |

(
(xℓ+ yℓ)−xℓ

)
, i.e., p | yℓ, which contradicts Lemma 3.3.

4. Representable numbers

In the case under study, namely when the discriminant has value −3, a posi-
tive integer x is called representable6 if there are non-negative integers u, v
such that x = u2 + 3 v2. If, in addition, u and v are coprime, x will be called

6Equivalently (cf. [1]), the positive integers x which interest us here can be characterized
as the ones writable in the form x = s2 + s t+ t2, with s, t ∈ Z.
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coprimely representable. For instance, 3 = 02 + 3 · 12 is coprimely repre-
sentable, as gcd(0, 1) = 1, whereas 9 = 32 + 3 · 02 is representable but not
coprimely representable. Observe that any prime p is representable if and only
if it is coprimely representable.

Every perfect square is, trivially, representable. In addition, the product of
representable numbers is representable. The latter remark follows readily from
the identity(

u2 + 3 v2
) (

r2 + 3 s2
)
= (u r − 3 v s)2 + 3 (u s+ v r)2 . (1)

We shall call a prime p inert7 if p ≡ 2 (mod 3). Note that 3 is the only
prime number q such that q ≡ 0 (mod 3); every other prime number either
is inert (e.g. 2, 5, 11, 17, 23, 29, . . . ) or satisfies the congruence q ≡ 1 (mod 3)
(e.g. 7, 13, 19, 31, 37, . . . ).

Lemma 4.1. For an odd prime p,

p is not inert ⇐⇒
(
−3
p

)
̸= −1,

where
(
−3
p

)
is a Legendre symbol.8

Proof. For p = 3, the lemma holds, since 3 is not inert and
(−3

3

)
= 0. Hence, we

may assume that p > 3. By the quadratic reciprocity law and the multiplicative
property of Legendre symbols, we have

(−1)
p−1
2 =

(
3
p

)(
p

3

)
=

(
−3
p

)(
−1
p

)(
p

3

)
,

so that
(
−3
p

)
= (−1)

p−1
2

(
−1
p

)(
p

3

)
. Thus, by applying Euler’s criterion to

(
−1
p

)
,

we have (
−3
p

)
≡ (−1)

p−1
2

(
−1
p

)(
p

3

)
(mod p)

≡ (−1)
p−1
2 (−1)

p−1
2

(
p

3

)
(mod p)

≡
(
p

3

)
(mod p) .

7In [3], Davis dubs ‘poison primes’ the numbers which play an analogous role relative to
the discriminant −7. For any discriminant −d that we consider, we regard as ‘inert’ those
primes which remain prime in the enlarged ring Z

[√
−d

]
, the only exception being p = 2

relative to the discriminant −3 (that p remains irreducible, but no longer prime, in Z
[√

−3
]
;

however, it becomes prime in the ring of integers of Q
(√

−3
)
, which is larger than Z

[√
−3

]
).

8See Appendix B for a definition of Legendre symbols and the statements of some of their
main properties.
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By applying Euler’s criterion to
(
p

3

)
and recalling that p > 3, the latter implies

that (
−3
p

)
= 1 ⇐⇒

(
p

3

)
= 1 ⇐⇒ p ≡ 1 (mod 3) ⇐⇒ p is not inert ,

concluding the proof of the lemma.

In view of the preceding lemma, since, for an odd prime p,
(
−3
p

)
̸= −1 if

and only if p | z2 + 3 for some z, we have also the following corollary.

Corollary 4.2. For an odd prime p,

p is not inert ⇐⇒ p | z2 + 3 for some z.

Fact 1. An immediate consequence of the preceding corollary is that any non-
inert prime divides some coprimely representable number (of the form z2 +
3). In fact, as we shall see later, any non-inert prime is representable (cf.
Lemma 4.5).

We now undertake proving that the representable positive integers are pre-
cisely the ones in whose factorization no inert prime number appears with an
odd exponent.

We begin with a couple of simple facts:

Lemma 4.3. For a coprimely representable integer x, the following properties
hold:

(a) if 2 | x, then 22 | x, but 23 ∤ x; in addition, x/4 is representable;9

(b) if 3 | x, then 32 ∤ x.

Proof. Let x = r2 + 3 s2, with r, s coprime integers.
(a) Let us assume that 2 | x. Plainly, 2 ∤ r and 2 ∤ s. Thus, we can write

r = 2k + 1 and s = 2ℓ+ 1, for some integers k and ℓ. Hence

x = (2k + 1)2 + 3 (2ℓ+ 1)2

= 4 (k2 + k + 3ℓ2 + 3ℓ+ 1) ,

so that 22 | x plainly holds; and since (k2 + k+3ℓ2 +3ℓ+1) is clearly odd, we
have also that 23 ∤ x.

Next, to prove that x/4 is representable, we shall make use of the following
identity:

r2 + 3s2

4
=

(
r ± 3s

4

)2

+ 3

(
r ∓ s

4

)2

. (2)

9In fact, it can be shown that x/4 is coprimely representable.
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Since r and s are odd, then (r mod 4), (s mod 4) ∈ {1,−1}. Thus, either
r+s ≡ 0 (mod 4) or r−s ≡ 0 (mod 4). In the former case, we have r−3s ≡ 0
(mod 4), whereas in the latter case r + 3s ≡ 0 (mod 4) holds. In other words,
either both r−3s

4 and r+s
4 are integers or so are both r+3s

4 and r−s
4 . In any

case, (2) implies that x
4 = r2+3s2

4 is representable.

(b) Let us now assume that 3 | x. Hence, 3 | r2 so that 3 | r and 32 | r.
But then if 32 | x, we would have 32 | 3s and therefore 3 | s, contradicting the
coprimality of r and s. Thus, 32 ∤ x.

Lemma 4.4. If there is an inert prime dividing x to an odd power, then x is
not representable.

Proof. Let p be an inert prime dividing x to an odd power, but assume, by way
of contradiction, that x is representable, i.e., x = ū2 + 3 v̄2 for some integers
ū, v̄. Let d = gcd(ū, v̄), so that ū = d u and v̄ = d v for some coprime integers
u, v. Thus, we have

x = d2 (u2 + 3 v2) , (3)

and therefore the prime p must divide u2 + 3 v2, i.e.,

u2 + 3 v2 ≡ 0 (mod p) . (4)

We can easily rule out the possibility p = 2, since, by (3) and Lemma 4.3,
2 divides x to an even power. Hence p must be an odd prime.

The co-primality of u, v entails that p ∤ v, i.e., v ∈ Z∗
p, so that there exists

an integer z such that v z ≡ 1 (mod p). Hence, by (3),

(u z)2 + 3 ≡ u2 z2 + 3 v2 z2 ≡ (u2 + 3 v2) z2 ≡ 0 (mod p)

and therefore p | (u z)2 + 3. It follows from Corollary 4.2 that p is not inert, a
contradiction. Hence x is not representable.

Lemma 4.5. Every non-inert prime p is representable.

Proof. For p = 3 the thesis is obvious. For a non-inert prime p > 3, we follow
a proof due to Euler, as outlined in [2, p. 11 and pp. 19–20]; its argument, for
a prime q, consists of two basic steps:

Reciprocity Step: if q ≡ 1 (mod 3) (i.e., q is a non-inert prime other than
3), then q divides some coprimely representable integer;

Descent Step: if q > 3 divides some coprimely representable integer, then q
is representable.
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Plainly, an application of the Reciprocity Step followed by a Descent Step
yields the thesis at once.

The correctness of the Reciprocity Step is an immediate consequence of
Corollary 4.2, whereas the correctness of the Descent Step is proved in Ap-
pendix C.

The following lemma inverts Lemma 4.4, thereby yielding a characterization
of representable integers as just the non-negative integers which are divided to
an odd power by no inert prime.

Lemma 4.6. If x ⩾ 0 is not representable, then some inert prime divides x to
an odd power.

Proof. Let x be a non-representable positive integer. By way of contradiction,
let us assume that every inert prime divides x to an even power. Then we have
x = NP 2, where N is a (possibly empty) product of non-inert primes and P
is a (possibly empty) product of inert primes. Plainly, P 2 is representable. In
addition, N is representable too, since it is the product of non-inert primes
and all of them, by Lemma 4.5, are representable. But then x would be rep-
resentable, as it is the product of the representable numbers N and P 2, which
is a contradiction. Thus, there must be an inert prime dividing x to an odd
power.

Fact 2. Let us momentarily shift focus back to the various discriminants in-
troduced in Sec. 2. Each of those has — relative to the associated notion of
representability as given in Sec. 2 — a corresponding suitable notion of inert-
ness. In the respective cases, inert primes are:

−2: prime numbers p such that p ≡ 5, 7 (mod 8) ;

−3: prime numbers p such that p ≡ 2 (mod 3) ;

−7: prime numbers p such that p ≡ 3, 5, 6 (mod 7) ;

−11: prime numbers p such that p ≡ 2, 6, 7, 8, 10 (mod 11) .

It can always be proved, as we have discussed only for the discriminant −3,
that the representable numbers are precisely those positive integers in whose
factorization no inert prime appears with an odd exponent. (In particular, a
prime number is representable if and only if it is not inert.)

Next, returning to our main case-study, we prove some representability
properties of the xi’s and yi’s defined in Lemma 3.1.

Lemma 4.7. For all m > 0, y2m is representable if and only if m is odd.
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Proof. Let m > 0. By Corollary 3.8, we have

y2m = 2m+1 ·
∏

0<i<m x2i . (5)

Let us first assume that m is odd. Then 2m+1 is representable, since it is a per-
fect square. In addition, by Lemma 3.6, each factor x2i in (5) is representable.
Thus y2m is representable, inasmuch as the product of representable numbers.

On the other hand, if m is even, the inert prime 2 divides y2m to the odd
power m+1, since all factors x2i in (5) are odd numbers. Thus, by Lemma 4.4,
y2m is not representable.

Lemma 4.8. Let n = 2m · k, with k > 0 an odd number and m > 0. If yn is
representable, then so is yk.

Proof. Suppose that yn is representable, whereas yk is not. By Lemmas 3.5 and
4.6, there is an odd inert prime p which divides yk to an odd power. We prove
that the inert prime p must also divide yn to an odd power, thereby yielding a
contradiction by Lemma 4.4. From Lemma 3.7, we have

yn = 2m xk yk
∏

0<i<m x2i·k . (6)

Since by Lemma 3.6 each factor x2i·k in yn is representable, Lemma 4.4 implies
that p divides each of these numbers to an even (perhaps 0) power. Moreover
p ∤ 2m (since p is odd) and p ∤ xk (since, by Lemma 3.3, xk and yk are coprime).
So, by (6), p divides yn to an odd power, which by Lemma 4.4 contradicts the
hypothesis.

Lemma 4.9. Let ℓ ⩾ 0. If y2ℓ+1 is representable, so are xℓ + 3 yℓ and xℓ + yℓ .

Proof. Let y2ℓ+1 be representable. From Lemma 3.9, y2 ℓ+1 = (xℓ+3yℓ)(xℓ+yℓ).
In addition, by Lemma 3.10, xℓ + 3 yℓ and xℓ + yℓ are coprime. Therefore no
inert prime can possibly divide either xℓ+3 yℓ or xℓ+yℓ to an odd power, since
otherwise it would divide y2ℓ+1 to the same odd power. Thus, by Lemma 4.6,
both xℓ + 3 yℓ and xℓ + yℓ are representable.

Finally, we obtain:

Theorem 4.10. Let n = 2m · (2h + 1), with m ⩾ 0 and h > 0. If yn is
representable, then the equation

3 ·
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 2 (7)

has a non-trivial integer solution ⟨u, v, r, s⟩ such that (u2+3 v2)(r2+3 s2) | yn,
a solution being dubbed trivial when it satisfies r = ±1 & s = 0.
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Proof. Let n = 2m · (2h + 1), with m ⩾ 0 and h > 0, be such that yn is
representable. Then, by Lemma 4.8, y2h+1 is representable and therefore, by
Lemma 4.9, so are xh + 3 yh and xh + yh. Thus, there are integers u, v, r, s
such that {

xh + 3 yh = u2 + 3 v2

xh + yh = r2 + 3 s2 .
(8)

Thus,

3
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 3 (xh + yh)

2 − (xh + 3 yh)
2

= 3 x2
h + 6 xh yh + 3 y2h − x2

h − 6 xh yh − 9 y2h

= 2 (x2
h − 3 y2h ) = 2 ,

proving that ⟨u, v, r, s⟩ is an integer solution to (7). In addition, ⟨u, v, r, s⟩ is
non-trivial, else (8) would become

xh + 3 yh = 1
xh + yh = 1 ,

yielding yh = 0, a contradiction, since h > 0.
Finally, by (8) and Lemma 3.9,

(u2 + 3 v2) (r2 + 3 s2) = (xh + 3 yh) (xh + yh) = y2h+1 ,

and therefore, by Lemma 3.7, we have

(u2 + 3 v2) (r2 + 3 s2) | yn .

Fact 3. The following (relatively) small non-trivial solution to (7) was found,
and kindly communicated to us on June 26, 2017, by B. Z. Moroz:

r = 16 , s = 25 , u = 4 , v = 35 .

On August 20, 2017, Dr. Moroz informed us that another non-trivial solu-
tion to (7) had been detected by Carsten Roschinski.

On October 27, 2017, Alessandro Logar communicated to us the following
non-trivial solution to (7):

r = 124088 , s = 7307 , u = 134788 , v = 54097 .

On November 19, 2020, Luca Cuzziol communicated to us two non-trivial
solutions to the candidate rule-them-all equation associated with −11 (see Sec-
tion 2); they are:

r = 8 , s = 9 , v = 30 , u = 7 , and
r = 8 , s = 9 , v = 13 , u = 17.
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Before closing this section, we state and prove some very elementary nec-
essary conditions that any non-trivial solution to (7) must satisfy. To this
purpose, we first prove some simple inequalities which hold for every solution
to the Pell-type equation

3x2 − y2 = 2

related to (7).

Lemma 4.11. Let a, b ⩾ 0 be integers such that 3 a2−b2 = 2. Then a ⩽ b < 2 a.
In addition, a = b holds if and only if a = b = 1.

Proof. Let a, b be as stated and assume by way of contradiction that 2 a ⩽ b,
so that b = 2 a + k holds for some non-negative integer k. It follows that
b2 = (2 a + k)2, whence 3 a2 = (2 a + k)2 + 2, yielding the untenable equality
− a2 = k2 + 4 ak + 2. Hence, b < 2 a must hold.

Similarly, one can show that the inequality a ⩽ b holds. In addition, if
a = b, then 2 a2 = 2, yielding immediately a = b = 1.

Then we have

Corollary 4.12. Let ⟨u, v, r, s⟩ be a non-trivial solution to (7) in N. Then

r2 + 3 s2 < u2 + 3 v2 < 3
(
r2 + 3 s2

)
.

Proof. Let (u, v, r, s) be a non-trivial solution to (7) in N. Since 3
(
r2 + 3 s2

)2−(
u2 + 3 v2

)2
= 2, from Lemma 4.11 we have at once

r2 + 3 s2 ⩽ u2 + 3 v2 < 3
(
r2 + 3 s2

)
.

In addition, if r2+3 s2 = u2+3 v2, then r2+3 s2 = u2+3 v2 = 1 and therefore
r = u = 1 and s = v = 0, which contradicts the non-triviality of ⟨u, v, r, s⟩.

5. Is { y22 ℓ+1 : ℓ = 0, 1, 2, . . . } a Diophantine set?

Let H stand for the assertion:

∥ The equation (7) admits, altogether, finitely many solutions in integers.

Then, by combining Theorem 4.10 with Lemma 4.7, we get:

Lemma 5.1. H implies that { y22ℓ+1 : ℓ ⩾ 0 } is a Diophantine set.
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Proof. As seen in Lemma 4.7, y22 ℓ+1 is representable for every ℓ ⩾ 0. In
addition, by Theorem 4.10, it follows that if yn is representable for some n ⩾ 1
not a power of 2, hence of the form n = 2m (2h + 1) with m ⩾ 0 and h > 0,
then the equation (7) has a solution ⟨u, v, r, s⟩ in N that differs from ⟨1, 0, 1, 0⟩
and is such that

(u2 + 3 v2) (r2 + 3 s2) | yn .

The above considerations yield the following sufficient conditions in order
for the relationship

y ∈ {y22 ℓ+1 : ℓ ⩾ 0} (9)

to hold:

(i) y = yn, for some n ⩾ 0;

(ii) y is representable;

(iii) (u2 + 3 v2) (r2 + 3 s2) ∤ y, for any non-trivial solution ⟨u, v, r, s⟩ to (7).

Notice that (i)–(ii) are immediately expressible by existential Diophantine
equations:

• y = yn, for some n ⩾ 0 ⇐⇒ (∃x)(x2 − 3 y2 = 1);

• y is representable ⇐⇒ (∃u, v)(y = u2 + 3 v2).

Moreover, if (7) admits only finitely many solutions, then also (iii) is express-
ible by an existential Diophantine equation. Indeed, let ⟨u0, v0, r0, s0⟩ , . . . ,
⟨um, vm, rm, sm⟩ be the non-trivial solutions to (7). Then (iii) is easily seen to
be equivalent to

(∃w0, . . . , wm, z0, . . . , zm, q0, . . . , qm)
[ m∧
i=0

(
y = (u2

i +3 v2i ) (r
2
i +3 s2i ) qi+wi+1

& wi + zi + 2 = (u2
i + 3 v2i ) (r

2
i + 3 s2i )

)]
.

In order to complete the proof that the membership relation (9) is Diophan-
tine when (7) admits only finitely many solutions, it only remains to show that
the conditions (i)–(iii) are also necessary for (9) to hold. This will result in a
Diophantine specification of the property y ∈ { y22ℓ+1 : ℓ ⩾ 0 } if the number
of solutions to the novel quaternary quartic, (7), is finite !

Let, hence, y = y22 ℓ+1 hold for some ℓ ⩾ 0. Plainly, y > 0 and (i) hold and,
by Lemma 4.7, (ii) holds as well.

Towards a contradiction, let us assume that we have

(u2 + 3 v2) (r2 + 3 s2) | y22 ℓ+1 (10)
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for some non-trivial solution (u, v, r, s) of (7), thus such that

3
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 2 . (11)

Let us consider the system{
X + 3Y = u2 + 3 v2

X + Y = r2 + 3 s2
(12)

whose solution is {
X = 1

2

(
3 (r2 + 3 s2)− (u2 + 3 v2)

)
Y = 1

2

(
(u2 + 3 v2)− (r2 + 3 s2)

)
.

From (11), (r2 + 3 s2) and (u2 + 3 v2) have the same parity. Thus, by
Corollary 4.12, X and Y are positive integers.

From (12) and (11) we get 3 (X+Y )2−(X+3Y )2 = 2, which simplifies into
X2 − 3Y 2 = 1. Since Y ̸= 0, the latter equation yields X = xg and Y = yg,
for some g ⩾ 1. Hence, by (12) and (10),

(
xḡ + 3 yḡ

)(
xḡ + yḡ

)
| y22 ℓ+1 . By

Lemma 3.9, the latter implies y2 ḡ+1 | y22 ℓ+1 , which in its turn yields 2 g + 1 |
22 ℓ+1, a contradiction.10

Fact 4. Let us momentarily shift focus back to the various discriminants −d
introduced in Sec. 2. In close analogy with what we have seen in this section and
under assumption that the corresponding quaternary quartic equation admits at
most finitely many solutions in rational integers, one proves that

{ y2ℓ : ℓ ⩾ 0 } is a Diophantine set, when either d = 2 or d = 7 holds;

{ y22ℓ+1 : ℓ ⩾ 0 } is a Diophantine set, when either d = 3 or d = 11 holds

(where, of course, the sequence yn of non-negative integer solutions shall be
attuned to the corresponding Pell equation d y2 + 1 = 2).

To the conditions (i)–(iii), one must add the requirement y > 0 in the case
when no non-trivial solutions are known, namely d = 2; for, in that case,
condition (iii) might hold vacuously.

Notice that, among the Diophantine conditions which we are considering,
the only potential source of multiple solutions is (ii); it may well happen, in
fact, that two or more pairs ⟨u, v⟩ ∈ N2 represent the same positive integer y.
E.g., with d = 3, we have 28 = 12 + 3 · 32 = 42 + 3 · 22 = 52 + 3 · 12. Anyhow,
condition (ii) turns out to be finite-fold, even in the special case d = 11 when
it reads

∃ v ∃u
(
y = v2 ± v u+ 3u2

)
.

10As is well known from the study of Pell equations, yh | yℓ ⇐⇒ h | ℓ, for h, ℓ ⩾ 0.
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6. A Diophantine set of exponential growth

We begin by deriving some inequalities which show that yn grows exponentially
with n.

Lemma 6.1. yn+1 = xn + 2 yn .

Proof. Lemma 3.1 yields

xn+1 + yn+1

√
3 =

(
xn + yn

√
3
) (

2 +
√
3
)

= (2xn + 3 yn) + (xn + 2 yn)
√
3 ,

which readily gives us the result.

Lemma 6.2. For n ⩾ 1, 2 yn < yn+1 ⩽ 4 yn .

Proof. Use Lemmas 6.1 and 3.4.

Lemma 6.3. For n ⩾ 1, 2n−1 ⩽ yn ⩽ 4n−1 .

Proof. The claim follows by induction from Lemma 6.2.

In what follows we write

ϱ(v, u) := (∃ ℓ)
[
v = y22 ℓ+1 & 22 ℓ+2 | u & u | v

]
.

(Notice the implication

ϱ(v, u) =⇒ (v ⩾ 4 & u ⩾ 4) ,

holding for all v and u.)

Lemma 6.4. For each h ⩾ 0, there are u, v such that ϱ(v, u) and v > uh.

Proof. Given h ⩾ 0, choose N > 0 such that r ⩾ N implies 2r−1 > (2 r)h . Let
n := 22 ℓ+1 be any odd power of 2 such that than n ⩾ N and put u := 2n(=
22 ℓ+2) , v := yn. Then, by Corollary 3.8, ϱ(v, u) is true; moreover,

v = yn
⩾ 2n−1 [by Lemma 6.3]
> (2n)h

= uh .

Lemma 6.5. ϱ(v, u) implies v < uu.

Proof. ϱ(v, u) implies u ⩾ 4 and, therefore, for some ℓ such that u ⩾ 22ℓ+2 :

v = y22 ℓ+1

< yu
⩽ 4u−1 [by Lemma 6.3]
< uu .
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Finally, we note the relationship:

Lemma 6.6. ϱ(v, u) ⇐⇒ v ∈ {y22 ℓ+1 : ℓ ⩾ 0} & OD(u, v) , where OD is the
following Diophantine relation (to be read “a oddly divides b”):11

OD(a, b) := (∃x) [ (2x+ 1) a = b ] .

Proof. Clearly OD(a, b) holds — provided b ̸= 0 — if and only if a | b and a is
divisible by any power of 2 that divides b. E.g.: OD(a, 5) holds if and only if
a ∈ {1, 5}; and OD(a, 60) holds if and only if a ∈ {4, 12, 20, 60}.

Hence it is enough to observe that, by Corollary 3.8 and Lemma 3.5, 22 ℓ+2

is the largest power of 2 that divides y22 ℓ+1 .

The truth of H must be left open; however, we have:

Theorem 6.7. H implies that there is a Diophantine relation ϱ(v, u) such that

1. ϱ(v, u) implies v < uu ;

2. for each ℓ ⩾ 0, there are u and v such that ϱ(v, u) and uℓ < v .

Proof. We get this at once, with our previously defined ϱ, from Lemma 6.6
together with Lemmas 5.1, 6.5, and 6.4.

As will be further clarified in Appendix A:

Corollary 6.8. H implies that every listable set — namely, the domain of a
partial recursive function — is Diophantine, and therefore that Hilbert’s tenth
problem is algorithmically unsolvable.

Proof. For, our Theorem 6.7 yields that ϱ’s converse J (u, v) := ϱ(v, u) meets
precisely the well-known conditions of Julia Robinson [18].12

The finiteness point is just that if the proof that exponentiation is Dio-
phantine is carried out using my equation or yours, assuming it is known
to have finitely many solutions, then the corresponding Diophantine def-
inition of an arbitrary r.e. set will inherit this property: When it has a
solution it has only finitely many. This would avoid the situation when
the Pell equation is used because it has infinitely many solutions.

( Martin Davis, personal letter of August 29, 2018 )

11Here we are departing from [3] which, in place of our OD(a, b), made use of the predicate
(∃x , y) [ (2x+1) y = b&a ⩾ y ]. Our slight change ensures, for every value of v, that ϱ(v, u)
holds only for finitely many u’s. It is also clear, for every value of u, that ϱ(v, u) holds only
for finitely many v’s.

12In particular, see [16, pp. 35–36, Exercise 8].
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Detecting an exponential-growth Diophantine relation was a big challenge
in 1968, when [3] was published; but our interest in potential rule-them-all
equations rests, today, on the finite-fold-ness issue discussed in Sec. 1. The
existence of a finite-fold Diophantine representation of exponentiation calls for
the proof of a variant of the condition 2. of Theorem 6.7. Such a variant is
presented in [12, p. 749]: we will check, below, that our ϱ meets it, by figuring
out integers α, β, γ, δ exceeding 1 such that to each suitably large w ∈ N there
correspond u, v such that ϱ(v, u), u < γ wβ , and v > δ αw hold.

Preliminary to Theorem 6.10, which will precisely state this, we prove a
simple technical fact:

Lemma 6.9. For every real number x ⩾ 1, some positive even integer lies in
the open interval Ix := ] 1 + log2(1 + x) , 5 + 2 log2 x [ .

Proof. Since 1 + log2(1 + x) > 1 holds when x ⩾ 1, it is enough to prove that
the width of Ix exceeds 2, for every x ⩾ 1. This amounts to showing that
the real-valued function f(x) := 2 + 2 log2 x − log2(1 + x) only assumes, all
over the open-ended interval [1,+∞[, positive values. But this follows at once,
considering that its derivative f ′ satisfies the inequality

f ′(x) = 1
ln 2

x+2
x2+x > 0

(implying that f(x) is increasing), and that f(1) = 1.

Theorem 6.10. Let α = 34 , β = 2 , γ = 27 , and δ = 33 . Then, to every w ⩾ 1
there correspond non-negative integers u, v such that

ϱ(v, u) & u < γ wβ & v > δ αw .

Proof. Recalling that

ϱ(v, u) := (∃ ℓ)
[
v = y22 ℓ+1 & 22 ℓ+2 | u & u | v

]
,

in order to prove the claim it is enough to show that, for every w ⩾ 1, there is
an ℓ ∈ N such that

22 ℓ+2 < γ wβ & y22 ℓ+1 > δ αw .

Note that since yi+1 ⩾ 3i holds13 for every i, we get y22 ℓ+1 ⩾ 32
2 ℓ+1−1 for

every ℓ ∈ N. Our task hence further reduces to proving that, for every w ⩾ 1,
there is an ℓ ∈ N such that

22 ℓ+2 < γ wβ & 32
2 ℓ+1−1 > δ αw ,

13See entry 1. of the list of facts preceding Lemma A.1 in Appendix A.
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namely

22 ℓ+2 < 27 w2 & 32
2 ℓ+1−1 > 33 · 34w ,

i.e.,

22 ℓ < 25 w2 & 32
2 ℓ+1

> 34 · 34w . (13)

Plainly, (13) is equivalent, for w ⩾ 1, to

2 ℓ < 5 + 2 log2 w & 22 ℓ+1 > 4 + 4w . (14)

Since 22 ℓ+1 > 4 + 4w is equivalent to

2 ℓ > 1 + log2(1 + w) ,

it turns out that (14) is equivalent, for w ⩾ 1, to

1 + log2(1 + w) < 2 ℓ < 5 + 2 log2 w . (15)

Hence, summing up, to get the desired claim it suffices to show that, for every
w ⩾ 1, there is an ℓ ∈ N satisfying (15). But this is an immediate consequence
of the preceding lemma.

Fact 5. Pietro Corvaja (University of Udine) pointed out to us that the issue
as to whether our quaternary quartic equation

3 ·
(
r2 + 3 s2

)2 − (
u2 + 3 v2

)2
= 2 (†)

has only finitely many solutions in N can be recast as the analogous problem
concerning the system {

3 ξ2 − η2 = 2
ξ η = ϑ2 + 3 ν2

(‡)

over Z.
In order to transform the solutions to (‡) into solutions to (†), notice that

ξ and η turn out to be coprime numbers; consequently, the representability of
their product implies the representability of both of them.

The existence of finite-fold Diophantine representations for all listable sets
thus reduces to the finitude of the set of integer points lying on a specific surface.

A. A conditional Diophantine representation of
exponentiation

Following [18, pp. 442–443] rather faithfully, we shall now provide an exis-
tential definition,14 in terms of the predicate ϱ(v, u) introduced right before

14We refer here to the notion of existential definability as found in [6, p. 426], more general
than the one originally provided in [18].
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Lemma 6.4, of the triadic relation bn = c. Specifically, we shall construct a
formula

φ( b , n , c , z1 , . . . , z16 )

that involves the shown variables, positive integer constants, addition, multi-
plication, the logical connectives & ,∨, ∃ ν, =, and the predicate ϱ, so that the
following biimplication holds all over N, for b ⩾ 1 and c ⩾ 1:

bn = c ⇐⇒ (∃ z1 , . . . , z16) φ( b , n , c , z1 , . . . , z16 ) .

Accordingly,

bn = c ⇐⇒

(∃ z0 , . . . , z17)
[(

b = z0 + 1 & c = z17 + 1 & φ( b , n , c , z1 , . . . , z16 )

)
∨ (c− 1)2 + b+ n = 0 ∨ c+ b+ (n− z0 − 1)2 = 0

]
will be the sought existential definition of exponentiation in terms of ϱ,15

whence ϱ can be eliminated (in terms of polynomial constructs) if H is true.16

If this is the case, then it directly follows from the main result in [6] that every
listable set is Diophantine.

We shall consider the sequence
〈
⟨xi(a) , yi(a)⟩

〉
i∈N — of which we have

treated so far the instance
〈
⟨xi, yi⟩

〉
i∈N =

〈
⟨xi(2) , yi(2)⟩

〉
i∈N — such that

x = xi(a) , y = yi(a) is the (i+ 1)-st non-negative integer solution to the Pell
equation

x2 − (a2 − 1) y2 = 1 with a > 1 .

Well-known facts about this sequence which we shall exploit are:

0. y0(a) = 0 , x0(a) = y1(a) = 1 , x1(a) = a ,
yi+2(a) = 2 ayi+1(a)− yi(a), and xi+2(a) = 2 axi+1(a)− xi(a) ;

1. (2 a)i ⩾ yi+1(a) > yi+1(a)/a > yi(a) ⩾ i and, moreover,

yi+1(a) ⩾ (2 a− 1)i;

2. xi+1(a) > xi+1(a)/a ⩾ xi(a) ⩾ ai > i and, moreover,

a2 i+2 ⩾ (2 a)i+1 > xi+1(a), xi+2(a) > ai+2;

15An alternative technique, expounded in [19, p.112], enables one to express exponentiation
in terms of ϱ by making use of 13 outer existential variables instead of 18.

16One way of combining the second and third disjunct in the above specification of bn = c
into a single-fold equation is: b+

(
(c− 1)2 + z0

)
c+ (n+ c− z0 − 1)2 +

∑17
i=1 zi = 0.
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3. xi(a)− (a− b) yi(a) ≡ bi (mod 2 a b− b2 − 1);

4. yi(a) ≡ i (mod a− 1);

5. (b ⩾ 1 & a > bn) =⇒ [ bn = c ⇐⇒ c xn(a) ⩽ xn(a b) < (c+ 1) xn(a) ];

6. (b ⩾ 1 & a > bn) =⇒
[

xn(a) ⩽ xm(a b) < a xn(a) ⇐⇒ m = n
]

(see, e.g., [18, pp. 439–440] and [11, pp. 527–528]).

The last two facts just recalled, namely 5. and 6., easily yield:

Lemma A.1.

(b ⩾ 1& a > bn) =⇒

 xn(a b) = u ⇐⇒ (∃ v)
(
u2 − (a2 b2 − 1) v2 = 1 &

xn(a) ⩽ u < a xn(a)

)
 ;

(1 ⩽ c < a& b ⩾ 1& a > bn)=⇒

 bn = c ⇐⇒ (∃u , v)

(
u2 − (a2 b2 − 1) v2 = 1

& c xn(a) ⩽ u < (c+ 1) xn(a)

)
 .

In preparation for the existential definition of bn = c in terms of our ϱ, we
also need the following:

Lemma A.2. Suppose that a > 1, a > n, and xa(a) > ℓ . Then,

ℓ = xn(a) ⇐⇒ (∃ s)
[
ℓ2 − (a2 − 1)

(
n + (a − 1) s

)2
= 1

]
.

Proof. (‘=⇒’) Under the premises of the claim, if ℓ = xn(a) then we have

ℓ2− (a2−1)
(
yn(a)

)2
= 1, where yn(a) ≡ n (mod a− 1) and yn(a) ⩾ n,

so that yn(a) = n+ (a− 1) s must hold for some s.

(‘⇐=’) If ℓ ⩽ 1, then ℓ2 − (a2 − 1)
(
n + (a − 1) s

)2
= 1 holds only for ℓ = 1

and n = s = 0, in which case xn(a) = x0(a) = 1 = ℓ.

If ℓ > 1(= x0(a)) and the premise of the claim is true, then the existence

of an s satisfying ℓ2−(a2−1)
(
n+(a−1) s

)2
= 1 yields that the equation

x2 − (a2 − 1) y2 = 1 has a solution x = ℓ = xi(a), y = r = yi(a),
where i satisfies 1 ⩽ i < a and yi(a) ≡ n (mod a− 1). Observe that
y1(a), . . . ,ya−1(a) belong to different equivalence classes modulo a − 1
because yj(a) ≡ j (mod a− 1) holds for j = 1, . . . , a− 1. Each of them
satisfies yj(a) ⩾ j, and hence yj(a) = j+(a−1)sj for some sj ⩾ 0. Thus
the requirement r = n+(a−1) s identifies the r of interest uniquely: i = n
and, accordingly, ℓ = xn(a).
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Another key ingredient in our specification will be a special polynomial,
which we get easily from [11, pp. 530–531]:17

Lemma A.3. There is a polynomial Q with integer coefficients such that
(using τ = 2 as a short for ∃ q ( τ = q2 ) ):

• Q(w, h) = 2 =⇒ h > ww;

• to every w, there correspond h’s such that Q(w, h) = 2.

Proof. Consider any t > 2. Since (t2 − 1) (t − 1)2 is not a perfect square, the
Pell equation

q2 − (t2 − 1) (t− 1)2 z2 = 1

in the unknowns q and z has infinitely many solutions

q = xi(t), (t− 1) z = yi(t) ,

each identified by a different value (divisible by t− 1) of the subscript i.
In other words, for each z > 0 satisfying the equation

(t2 − 1) (t− 1)2 z2 + 1 = 2 , (16)

(t − 1) z = yi(t) holds for some i > 0 such that t − 1 | i. Hence t − 1 ⩽ i, so
that yi(t) ⩾ yt−1(t) and therefore (since t > 2)

(t− 1) z ⩾ (2 t− 1)t−2 . (17)

Let us show that (16) yields

z − 1 > (t− 3)t−3 . (18)

In fact, if t = 3, then by (17) we have 2 z ⩾ 5 and therefore z ⩾ 3, which
readily yields (18). On the other hand, if t > 3, then (17) implies

z > (2 t− 1)t−3 > (t− 3)t−3 ,

again yielding (18).
Let w and h be such that t = w + 3 and z = h+ 1; thus (16) becomes

(w + 2)3 (w + 4) (h+ 1)2 + 1 = 2

and (18) implies h > ww. In order to meet the conditions of the claim, it will
hence suffice to put

Q(w, h) := (w + 2)3 (w + 4) (h+ 1)2 + 1 .

(Notice that solving the equation Q(w, h) = q2 amounts to solving the Pell
equation q2 − [(w + 3)2 − 1] (w + 2)2 (h+ 1)2 = 1.)

17The predicate Q(w, h) = 2 which we shall now bring into play supersedes the one,
(∃x , y)

[
x2 − (w2 − 1) (w − 1)2 y2 = 1& x > 1& w > 1& h = wx

]
,

originally adopted in [18].
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Corollary A.4. Let Q be as in Lemma A.3. For every n, b, and c, with b ⩾ 1
and c ⩾ 1, the conditions

w > b & w > n & Q(w , h) = 2 & a ⩾ h & a > c

are satisfied by suitable positive integers w, h, a and they imply

bn = c ⇐⇒ (∃u , v)
[

u2 = (a2 b2 − 1) v2 + 1 &

c xn(a) ⩽ u < (c+ 1) xn(a)

]
.

Proof. To see that the stated conditions can be satisfied, pick arbitrarily a
w > bmaxn, then (exploiting Lemma A.3) take an h such that Q(w, h) = 2

holds, and then take an a ⩾ hmax (c+ 1). Thus a ⩾ h > ww ⩾ bn will follow
from the first condition in the claim of Lemma A.3, and we can exploit the
second part of Lemma A.1.

In view of what precedes, we can state that the following biimplication holds
for b ⩾ 1 and c ⩾ 1 :

bn = c ⇐⇒ (∃w, h, a, ℓ, u, v, q)
(
ℓ = xn(a) &

w > b max n & Q(w , h) = q2 &

a ⩾ h max (c+ 1) & u2 = (a2 b2 − 1) v2 + 1 &

c ℓ ⩽ u < (c+ 1) ℓ

)
.

In light of it, if we now provided a Diophantine representation of the relation
ℓ = xn(a), we would readily get that the relation bn = c is also Diophantine.
However, as stated at the beginning of this section, we shall content ourselves
with an existential definition of bn = c in terms of our ϱ.

As a matter of fact, ϱ enables us to limit the size of ℓ as requested by
Lemma A.2, by virtue of the implication[

ℓ ⩽ d & ϱ(d, a)
]

=⇒ ℓ < aa < xa(a) .

(Here we are exploiting the implication ϱ(d, a) =⇒ d < aa proved in Theo-
rem 6.7; we are also instantiating the inequality ai+2 < xi+2(a) — see entry 2.
of the list of facts appearing before Lemma A.1 —, with i = a− 2 .)

There are infinitely many values of a to which there corresponds a d satis-
fying the condition ϱ(d, a)& d > xn(a); and, in order to specify exponentiation
as is our aim here, we just need to define xn(a) for a suitably large value of a.
We hence get:
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Lemma A.5. When b ⩾ 1 and c ⩾ 1, the following biimplication holds:

bn = c ⇐⇒ (∃w, h, a, d, ℓ, s, u, v, q)
[

ℓ ⩽ d & ϱ(d, a) &

ℓ2 = (a2 − 1)
(
n+ (a− 1) s

)2
+ 1 &

w > bmaxn & Q(w , h) = q2 & a ⩾ hmax (c+ 1) &

u2 = (a2 b2 − 1) v2 + 1 &

c ℓ ⩽ u < (c+ 1) ℓ

]
.

Proof. Let b ⩾ 1 and c ⩾ 1.

(‘⇐=’) Suppose that w, h, a, d, ℓ, s, u, v, q satisfy all constraints appearing on
the right-hand side of the biimplication in the claim. Then it follows
from w > bmaxn that w ⩾ 2; and, therefore, a ⩾ h > ww > 2n > n and
a > 1 hold. Moreover, ℓ ⩽ d < aa < xa(a); hence, by Lemma A.2, we
get ℓ = xn(a). Then, by means of the claim which follows Corollary A.4,
we get bn = c.

(‘=⇒’) Suppose that bn = c. Choose w and h so that w > bmaxn and
Q(w, h) = 2 hold. To every k ⩾ n there correspond a, d such that
ϱ(d, a) & a2 k < d < aa; thus, clearly, a ̸= 0 and a ̸= 1, and hence
a > 2 k ⩾ 2n ⩾ n and xn(a) < xa(a), hold. Moreover, xn(a) ⩽ xk(a) ⩽
(2 a)k ⩽ a2 k < d; provided that k ⩾ hmax c, we also get a > hmax c.

Put ℓ = xn(a); then, by Lemma A.2, there is an s such that ℓ2 = (a2 −
1)

(
n+ (a− 1) s

)2
+ 1; moreover, by Corollary A.4, there exist u, v such

that u2 = (a2 b2 − 1) v2 + 1 and c is the quotient of the integer division
of u by ℓ.

Summing up, we have:

bn = c ⇐⇒ (∃w , h , a , d , ℓ , s , u , v)

[
(c− 1)2 + b+ n = 0 ∨

(c+ b = 0 & n ⩾ 1) ∨(
b ⩾ 1 & c ⩾ 1 & ℓ ⩽ d & ϱ(d, a) &

ℓ2 = (a2 − 1)
(
n+ (a− 1) s

)2
+ 1 &

w > bmaxn & Q(w , h) = 2 & a ⩾ hmax (c+ 1) &

u2 = (a2 b2 − 1) v2 + 1 & c = ⌊u/ℓ⌋
) ]

.
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To conclude, let us suppose that the assertion H stated in Sec. 5 is true.
Theorem 6.7 then tells us that ϱ(v, u) admits a polynomial Diophantine repre-
sentation. As we have just ended reporting, a general scheme drawn from [18]
enables us to get from that representation of ϱ — which our supposition ensures
to be finite-fold, see Fact 4 — a polynomial Diophantine representation of ex-
ponentiation: will this representation be finite-fold as well? Unfortunately not;
in order to achieve finite-fold-ness, we should somewhat refine Julia Robinson’s
technique, so as to take advantage of specific features of our ϱ. Such features
are the ones elicited in [12], which motivated us in developing Theorem 6.10
(and also footnote 11). We could not find in the literature any explicit instruc-
tions on how to exploit them, but a clue on how to proceed might come from
a classical, concrete example of single-fold reduction of exponentiation to the
triadic relation y = yi(a), cf. [14, p.308] and [11, p.534ff.]: after [16, pp.31–32],
we can cast that reduction as the biimplication

bn = c ⇐⇒ c =

⌊
yn+1( 8 b (n+ 1) yn+1(b+ 1) + 2 )

yn+1( 8 (n+ 1) yn+1(b+ 1) )

⌋
.

B. Legendre symbols and their key properties

For an odd prime number q and integer a, the Legendre symbol
(
a
q

)
is defined

as

(
a

q

)
:=


0 if q | a ,

1 if q ∤ a and a is a quadratic residue modulo q ,

−1 if q ∤ a and a is not a quadratic residue modulo q.

Using Euler’s criterion (
a

q

)
≡ a

q−1
2 (mod q)

one can easily compute Legendre symbols, since
(
a
q

)
∈ {0, 1,−1}.

Legendre symbols exhibit a multiplicative behavior:(
ab

q

)
=

(
a

q

)(
b

q

)
,

for all integers a, b.
Finally, we mention the quadratic reciprocity law :(

q

p

)(
p

q

)
= (−1)

q−1
2 · p−1

2 ,
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with q, p distinct odd primes.
For further information on Legendre symbols and their properties, the

reader may refer to any introductory textbook on number theory (see, for
instance, [8]).

C. Correctness of the Descent Step

To prove the correctness of the Descent Step, we shall resort to the following
result.

Lemma C.1. If n is coprimely representable and q > 3 is a representable prime
dividing n, then n/q is coprimely representable.

Proof. From the hypotheses, we have

n = r2 + 3 s2

q = u2 + 3 v2 ,

for pairs of coprime integers r, s and u, v. Thus q divides

u2n− r2q = u2(r2 + 3 s2)− r2(u2 + 3 v2)

= 3 (s2u2 − r2v2)

= 3 (su+ rv)(su− rv) ,

so that q divides either (su+ rv) or (su− rv), as q > 3. Let

t := if q | su− rv then r else − r endif . (19)

Then q | su− tv, and therefore su− tv = dq, for some integer d.
Let us show next that u | t + 3 dv. This amounts to proving that u |

(t+ 3 dv)v, as u, v are coprime integers. We have:

(t+ 3 dv)v = tv + 3 dv2

= su− dq + 3 dv2

= su− d (u2 + 3 v2) + 3 dv2

= su− du2 .

(20)

From u | t+ 3 dv, it follows
t = cu− 3 dv , (21)

for some integer c. In addition, by (20), cuv = su−du2 holds. Thus cv = s−du
(as u ̸= 0), i.e.,

s = cv + du . (22)
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Using the identity (1), we then have:

n = r2 + 3 s2 = t2 + 3 s2 = (cu− 3 dv)2 + 3 (cv + du)2

= (u2 + 3 v2) (c2 + 3 d2)

= (c2 + 3 d2) q .

Hence, n/q = c2 + 3 d2 so it is representable. It only remains to show that c, d
are coprime. But this follows immediately from (21) and (22), since r, s are
coprime, and so, by (19), are t, s. Thus, n/q is coprimely representable.

Lemma C.2 (Descent Step). For a prime p > 3, if p divides some coprimely
representable integer, then p is representable.

Proof. Towards a contradiction, let us assume that the lemma does not hold
and let p be the smallest non-representable prime greater than 3 dividing some
coprimely representable integer. Also, let n = r2 + 3 s2 be the smallest co-
primely representable integer divided by p, with r, s coprime positive integers.
We plainly have

p ∤ r and p ∤ s, (23)

otherwise p would divide both r and s. In addition, we have

r < p/2 and s < p/2 , (24)

so that n < p2 holds. Indeed, if r > p/2, then putting

r′ := |r − p| , d := gcd(r′, s) , r̄ :=
r′

d
, s̄ :=

s

d
,

we would have

- 0 < r̄ < r and 0 < s̄ ⩽ s, so that r̄2 + 3 s̄2 < n;

- r̄ and s̄ are coprime, so r̄2 + 3 s̄2 is coprimely representable;

- p | r̄2 + 3 s̄2 (else p | d and (23) would be contradicted).

But then the minimality of n would be contradicted. Hence, r < p/2 must
hold. Much in the same way, it can be shown that s < p/2 must hold as well.

From (24) and our assumption that p is not representable (while n is), it
follows that

p < n = r2 + 3 s2 <
p2

4
+ 3 · p

2

4
= p2 .

Hence, 1 < n/p < p, and therefore all prime divisors of n/p must be less than p.
We first rule out the possibility that n/p has some prime divisor q > 3.

Indeed, if this were the case, then, by the minimality of p, the prime q would
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be representable and therefore, by Lemma C.1, n/q would be coprimely repre-
sentable. But since p | n

q , the minimality of n would be contradicted.

Likewise, we can show that n must be odd. Indeed, if 2 | n then, by
Lemma 4.3(a), n/4 would be representable and since p | n

4 , the minimality of
n would again be contradicted.

Hence, by Lemma 4.3(b), the only possibility would be n = 3 p. But then
3 | r, so that r = 3 r0, for some integer r0. Thus,

p =
n

3
=

(3 r0)
2 + 3 s2

3
=

9 r20 + 3 s2

3
= 3 r20 + s2 ,

contradicting our initial assumption that p is not representable.
Since in all cases we get a contradiction, the lemma is proved.
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[4] M. Davis, Y. Matijasevič, and J. Robinson, Hilbert’s tenth problem. Dio-
phantine equations: positive aspects of a negative solution, Mathematical De-
velopments Arising From Hilbert Problems (Providence, RI), Proceedings of
Symposia in Pure Mathematics, vol. 28, American Mathematical Society, 1976,
Reprinted in [20, p. 269ff.], pp. 323–378.



“ONE EQUATION TO RULE THEM ALL”, REVISITED 31

[5] M. Davis and H. Putnam, A computational proof procedure; Axioms for num-
ber theory; Research on Hilbert’s Tenth Problem, Tech. Report AFOSR TR59-
124, U.S. Air Force, October 1959, (Part III reprinted in [17, pp. 411-430]).

[6] M. Davis, H. Putnam, and J. Robinson, The decision problem for exponential
Diophantine equations, Ann. of Math. (2) 74 (1961), no. 3, 425–436.

[7] O. Herrman, A non-trivial solution of the Diophantine equation 9(x2+7y2)2−
7(u2+7v2)2 = 2, Computers in Number Theory (A. O. L. Atkin and B. J. Birch,
eds.), Academic Press, London, 1971, pp. 207–212.

[8] G. A. Jones and J. M. Jones, Elementary number theory, 1st ed., Springer
Undergrad. Math. Ser., Springer, 1998.

[9] Y. I. Manin, A course in mathematical logic, Grad. Texts in Math., Springer,
1977.
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