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Abstract. It is well known that under appropriate conditions on a
double well potential, the associated Hamiltonian system possesses a
pair of heteroclinic solutions joining the minima of the potential in
addition to infinitely many other homoclinics and heteroclinics that os-
cillate between these minima. This paper studies the effect on such
solutions of replacing the temporal domain, R, by a finite but long time
interval.
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1. Introduction

Consider the Hamiltonian system:

−q̈ + Vq(t, q) = 0, t ∈ R (HS)

where V is a double well potential. Several papers, [8, 9, 11, 12, 15, 19, 34, 35]
have used variational methods to treat the existence and multiplicity of solu-
tions of (HS) that are heteroclinic or homoclinic to the the points a− and a+

corresponding to the bottoms of the potential wells. See also [1–7,10,13,14,16–
18, 20–33] for the use of such methods for related problems. The main goal of
this note is to study (i) the extent to which these solutions persist qualitatively
if (HS) is replaced by a large time boundary value problem with a− and a+ as
boundary states and (ii) the behavior of these finite time solutions as the time
interval tends to R. To be more precise, suppose that V satisfies

(V1) V ∈ C1(R× Rm,R) and is 1-periodic in t ∈ R.

(V2) There are points a−, a+ ∈ Rm such that V (t, q) > V (t, a±) = 0 for any
t ∈ R and q ∈ Rm \ {a−, a+}.

(V3) There is a constant, V0 > 0, such that lim inf |q|→+∞ V (t, q) ≥ V0.
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Associated with (HS) is the Lagrangian, L(q) = 1
2 |q̇|

2 + V (t, q), and the func-
tional

I(q) =

∫
R
L(q) dt.

For i ∈ Z, let Ti = [i, i+ 1]. Set

E ≡
{
q ∈W 1,2

loc (R,Rm) |
∫
R
|q̇|2 dt+

∫
T0

|q|2 dt <∞
}
.

E is a Hilbert space under the inner product associated with the norm

‖q‖2 =

∫
R
|q̇|2 dt+

∫
T0

|q|2 dt.

Consider I on E and set

Γ(a−, a+) =
{
q ∈ E | q(±∞) = a±

}
where by q(±∞) = a± is meant limt→±∞ q(t) = a±. In the present setting, this
condition is equivalent to requiring that, as in [15], limi→±∞ ‖q−a±‖L2(Ti,Rm) =
0. Define

c(a−, a+) = inf
q∈Γ(a−,a+)

I(q). (1)

Let
M(a−, a+) =

{
q ∈ Γ(a−, a+) | I(q) = c(a−, a+)

}
.

It was shown in [15] that M(a−, a+) 6= ∅ and any Q ∈ M(a−, a+) is a C2

solution of (HS) heteroclinic from a− to a+. Likewise reversing the roles of
a− and a+ in Γ(a−, a+), c(a−, a+) and M(a−, a+) yields solutions of (HS)
heteroclinic from a+ to a−.

It was further shown in [15] that there are many other heteroclinics joining
a− and a+ as well as homoclinic solutions to a− and to a+ provided that the
sets, M(a−, a+) and M(a+, a−) are not too degenerate. Indeed, when the
corresponding nondegeneracy condition is satisfied, for any k ∈ N, there are
infinitely many solutions that oscillate k times between small neighborhoods
of a− and a+, the solutions being distinguished by the amount of time they
spend near the intermediate equilibria. Similar statements apply to the other
possibilities for such connecting orbits. The nondegeneracy requirements will
be described more fully in Section 2. These requirements lead to new multi-
transition solutions that are obtained as local minima of I.

Turning now to our main goal, let σ = (σ−, σ+). The analogue of (HS)
that will be studied here is

−q̈ + Vq(t, q) = 0, t ∈ σ, q(σ−) = a−, q(σ+) = a+. (2)
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The corresponding functional is

Iσ(q) =

∫
σ

L(q) dt

where

q ∈ Γσ(a−, a+) ≡
{
q ∈ E | q(t) = a− for t ≤ σ−; q(t) = a+ for t ≥ σ+

}
.

Due to the periodicity of V in t, the problem (2) is equivalent to the analogous
one on the translated interval σ + k for any k ∈ Z. Thus, without loss of
generality, we can normalize the choice of the interval, σ, by assuming that its
center belongs to [0, 1). With this choice, when |σ| > 1, we have σ− < 0 < σ+.

Let
cσ(a−, a+) = inf

q∈Γσ(a−,a+)
Iσ(q) = inf

q∈Γσ(a−,a+)
I(q). (3)

Thus Γσ(a−, a+) ⊂ Γ(a−, a+) and cσ(a−, a+) ≥ c(a−, a+).
In Section 2, it will be shown that for any σ ⊂ R, there is a global minimizer,

Qσ ∈ Γσ(a−, a+), of Iσ. In addition, under the same nondegeneracy condition
on M(a−, a+) and M(a+, a−) that leads to the infinitude of local minima of
I, it will be proved that there are also local minimizers of Iσ whenever |σ| is
sufficiently large. These local minimizers are near elements ofM(a−, a+) since,
as will be proved, the local minimizers converge along subsequences to mem-
bers of M(a−, a+) as |σ| → +∞. Then in Section 3, the same nondegeneracy
assumption leads to analogous results in the setting of multitransition local
minima solutions. In particular as σ+ − σ− increase, there appear more and
more local minima of Iσ and associated multitransition solutions of (2). More-
over as σ+,−σ− →∞, again any corresponding sequence of such solutions has
a subsequence converging to a solution of the same type of (HS).

2. One transition local minima of Iσ

In this section the existence of minima of Iσ and their behavior for large σ will
be studied.

Lemma 2.1. For all σ = (σ−, σ+) with σ+ > σ−, there is a Qσ ∈ Γσ such that
Iσ(Qσ) = cσ(a−, a+). Any such minimizer is a (classical) solution of (HS).

Proof. The existence is immediate since Iσ is weakly lower semicontinuous and
Γσ is weakly closed. That the minimizer is C2 and satisfies (HS) follows from
standard arguments.

To study the behavior of the solutions, Qσ of (2) as σ+,−σ− → ∞, some
a priori bounds for these functions will be obtained. For convenience, suppose
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that σ+ ≥ 1 and σ− ≤ 0. For t ∈ [0, 1], set ϕ(t) = ta+ + (1 − t)a−. Extend
the domain of ϕ to R via ϕ(t) = a− for t ≤ 0 and ϕ(t) = a+ for t ≥ 1. Thus
ϕ ∈ Γσ for all such σ and

cσ(a−, a+) ≤ Iσ(ϕ) =

∫ 1

0

L(ϕ) dt ≡M0 (4)

independently of σ.

Proposition 2.2. There is a constant M > 0 such that

‖Qσ‖W 1,2(Ti,Rm) ≤M (5)

independently of i and σ.

Proof. From (4), we find

‖Q̇σ‖2L2(σ,Rm) ≤ 2M0. (6)

With this initial estimate, the argument of the proof of Proposition 2.24 of [15]
can be followed yielding (5).

Taking advantage of Proposition 2.2, a natural approach to study the be-
havior of the minima, cσ, and minimizers, Qσ, of Iσ for large σ is to begin by
taking any sequence, σk = (σ−k , σ

+
k ) with −σ−k , σ

+
k → ∞ as k → ∞ together

with corresponding sequences, cσk and Qσk . The minima, cσk are easy to deal
with:

Proposition 2.3. Suppose that σk ⊂ σk+1 and σ+
k ,−σ

−
k → ∞ as k → ∞.

Then cσk ≥ cσk+1
→ c(a−, a+) as k →∞.

Proof. Let Qσk ∈ Γσk such that Iσk(Qσk) = cσk . Then, since Γσk ⊂ Γσk+1
,

cσk = Iσk+1
(Qσk) ≥ cσk+1

.

To show that cσk → c(a−, a+) as k → ∞, let q∗ ∈ M(a−, a+) and ε > 0.
Choosing s ∈ N, define q∗s where

q∗s (t) =



a−, t ≤ −s− 1,

(−s− t)a− + (t+ s+ 1)q∗(t), −s− 1 ≤ t ≤ −s,
q∗(t), −s ≤ t ≤ s,
(t− s)a+ + (s+ 1− t)q∗(t), s ≤ t ≤ s+ 1,

a+, s+ 1 ≤ t.
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Then q∗s ∈ Γσ for any σ for which −σ−, σ+ ≥ s + 1. For s = s(ε) sufficiently
large, it can be assumed that∫

s≤|t|≤s+1

L(q∗s ) dt ≤ ε. (7)

Choose k so that −σ−k , σ
+
k ≥ s(ε) + 1. Then q∗σk ∈ Γσk and by (7)

cσk ≤ Iσk(q∗sk) =

∫
|t|<sk

L(q∗) dt+

∫
sk≤|t|≤sk+1

L(q∗sk) dt

≤ I(q∗) + ε = c(a−, a+) + ε (8)

and the Proposition follows from (8) and the fact that cσk ≥ c(a−, a+)

Next we would like to show that a subsequence of the functions, Qσk , con-
verges to a member ofM(a−, a+). The bounds of (5) imply there is a function,
Q ∈ E such that along a subsequence, Qσk converges to Q weakly in E. Un-
fortunately it may be the case that Q = a− or Q = a+. This possibility was
excluded in the proof in [15] showing that I(q) has a minimizer in Γ(a−, a+)
by exploiting the fact that Γ(a−, a+) is invariant under the family of integer
phase shifts q(t)→ q(t+ j) for j ∈ Z. This invariance property no longer holds
for Γσ(a−, a+). Nevertheless as the next result shows, more can be said about
the convergence of the sequence, Qσk . For z ∈ R, let [z] denote the integer part
of z.

Proposition 2.4. Suppose that σk ⊂ σk+1 and σ+
k ,−σ

−
k → ∞ as k → ∞.

Let Qσk ∈ Γσk be such that Iσk(Qσk) = cσk . Then there is a τk ∈ σk for
each k ∈ N, and there is a Q ∈ M(a−, a+) such that along a subsequence,
Qσk(·+ [τk])−Q→ 0 in E as k →∞.

Remark 2.5: Note that Qσk ∈ Γσk ⊂ Γ(a−, a+) and by Proposition 2.3,
I(Qσk) = Iσk(Qσk) = cσk → c(a−, a+). Hence the sequence (Qσk) is a minimiz-
ing sequence for I on Γ(a−, a+). Consequently the conclusion of Proposition 2.4
can be interpreted as a variant of the Palais-Smale condition for minimizing
sequences in the current setting. Similar conclusions have been obtained in
related settings. See e.g. Proposition 2.50 of [31] or Theorem 2.7 of [24].

Proof of Proposition 2.4. As has just been noted, the sequence (Qσk) is a min-
imizing sequence for I on Γ(a−, a+). By Proposition 2.2, for any i ∈ Z,
‖Qσk‖W 1,2((i,i+1),Rm) ≤M .

Choose τk ∈ σk so that |Qσk(τk)− a−| = 1/2|a+ − a−|. Then via (V1),

(i) qk ≡ Qσk(·+ [τk]) ∈ Γ(a−, a+),

(ii) |qk(τk − [τk])− a−| = |Qσk(τk)− a−| = 1/2|a+ − a−|,
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(iii) I(qk) = I(Qσk) = cσk → c(a−, a+),

(iv) ‖qk‖W 1,2((i,i+1),Rm) = ‖Qσk‖W 1,2((i+[τk],i+1+[τk]),Rm) ≤M for any i ∈ Z.

Therefore as in the paragraph before this Proposition, there exists a Q ∈ E
such that along a subsequence still denoted by (qk), as k →∞, qk → Q weakly
in W 1,2(T,Rm) for any bounded interval T ⊂ R. Item (iv) and the fact that∫
R |q̇k|

2 dt ≤ 2I(qk), show (qk) is bounded in E. Hence qk → Q weakly in E.
We claim

Q ∈ Γ(a−, a+). (9)

Assuming (9) for the moment, the rest of Proposition 2.4 follows. Indeed (9)
implies I(Q) ≥ c(a−, a+). By the weak lower semicontinuity of I,

I(Q) ≤ lim inf
k→+∞

I(qk) = c(a−, a+).

Thus I(Q) = c(a−, a+), and Q ∈M(a−, a+).
Next to show that qk −Q→ 0 in E, it suffices to verify that∫

R
|q̇k|2 dt→

∫
R
|Q̇|2 dt (10)

as k →∞. Towards this end, observe that by weak lower semicontinuity again,∫
R
V (t, Q) dt ≤ lim inf

k→+∞

∫
R
V (t, qk) dt

and ∫
R
|Q̇|2 dt ≤ lim inf

k→+∞

∫
R
|q̇k|2 dt.

Thus combining these estimates gives

lim sup
k→+∞

∫
R
|q̇k|2 dt = lim

k→+∞
2I(qk)− 2 lim inf

k→+∞

∫
R
V (t, qk) dt

≤ 2I(Q)− 2

∫
R
V (t, Q) dt =

∫
R
|Q̇|2 dt ≤ lim inf

k→+∞

∫
R
|q̇k|2 dt

from which (10) follows.

It remains to prove (9). To do so, let Br(a
±) denote the open ball of radius

r in Rm centered at a±. Let r0 ∈ (0, 1
2 |a

+ − a−|) be such that

max{V (t, ξ) | t ∈ R, ξ ∈ B̄r0(a+) ∪ B̄r0(a−)} < V0.

For r ∈ (0, r0) set

ωr = min{V (t, ξ) | t ∈ R, ξ ∈ Rm \ (Br(a
+) ∪Br(a−))} and
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ωr = max{V (t, ξ) | t ∈ R, ξ ∈ B̄r(a+) ∪ B̄r(a−)}.

By (V1) − (V3), ωr > 0 and ωr → 0 as r → 0. Moreover if (α, β) ⊂ R is such
that qk(t) ∈ Rm \ (Br(a

+) ∪Br(a−)) for any t ∈ (α, β), then

I(α,β)(qk) = 1
2‖q̇k‖

2 +

∫
(α,β)

V (t, qk) dt (11)

≥ 1
2(β−α) |qk(β)− qk(α)|2 + ωr(β − α) ≥

√
2ωr|qk(β)− qk(α)|.

Set ω = ω|a+−a−|/4 and define a constant, ∆, by

∆ =
√

2ω |a+ − a−|/8.

Since ωε → 0 as ε→ 0, ε can be chosen in (0, |a+ − a−|/8) so that

ε2 + 2ωε < 2∆. (12)

Set C = maxk∈N I(qk) and Tε = 2C/ωε. Due to (ii), qk(τk − [τk]) /∈ Bε(a+) ∪
Bε(a

−). Suppose qk(t) /∈ Bε(a+)∪Bε(a−) for any t ∈ (τk− [τk], τk− [τk] +Tε).
Then by (11),

I(τk−[τk],τk−[τk]+Tε)(qk) ≥ wεTε ≥ 2C. (13)

which is not possible by the definition of C. Hence for any k ∈ N,

there is an `+k ∈ (τk−[τk], τk−[τk]+Tε) with qk(`+k ) ∈ Bε(a+)∪Bε(a−). (14)

Similarly for any k ∈ N

there is an `−k ∈ (τk−[τk]−Tε, τk−[τk]) with qk(`−k ) ∈ Bε(a+)∪Bε(a−). (15)

The next step in proving (9) is to verify that for any k ∈ N,

qk(t) ∈ Rm \Bε(a−) for t ≥ `+k and (16)

qk(t) ∈ Rm \Bε(a+) for t ≤ `−k . (17)

Their proofs being the same, only (16) will be proved. Recall that by definition,
qk(t) = a+ for any t ≥ σ+

k − [τk] and by (ii), |qk(τk − [τk])− a−| = 1
2 |a

+ − a−|,
for any k ∈ N. Arguing indirectly, assume that for some k ∈ N, there exists
an `0 ∈ [`+k , σ

+
k − [τk]) for which qk(`0) ∈ Bε(a−). Since |qk(τk − [τk])− a−| =

1
2 |a

+ − a−| and qk(`0) ∈ Bε(a
−), there is an interval (α, β) ⊂ (τk − [τk], `0)

such that qk(t) /∈ B|a+−a−|/4(a−) ∪ B|a+−a−|/4(a+) for any t ∈ (α, β) and
|q(β) − q(α)| ≥ |a+ − a−|/4. Then, by the definition of ω, V (t, qk(t)) ≥ ω for
any t ∈ (α, β) so by (11),

I(α,β)(qk) ≥
√

2ω |qk(β)− qk(α)| ≥
√

2ω |a+ − a−|/4 = 2∆. (18)
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Thus if qk(`0) ∈ Bε(a−), (18) provides a positive lower bound for I(α,β)(qk).
Next it will be shown that the same is true for I(`0,σ+

k −[τk])(qk). Indeed, consider

the function

q̄k(t) =


a− t ≤ `0 − 1,

(`0 − t)a− + (t+ 1− `0)qk(`0) `0 − 1 ≤ t ≤ `0,
qk(t) `0 ≤ t.

Then q̄k ∈ Γσk+[τk](a
−, a+) and Q̄k(t) ≡ q̄k(t − [τk]) ∈ Γσk(a−, a+). Hence

I(q̄k) = Iσk(Q̄k) ≥ cσk . Since I(q̄k) ≥ I(`0−1,`0)(q̄k) + I(`0,σ+
k −[τk])(qk), it

follows that
I(`0,σ+

k −[τk])(qk) ≥ cσk − I(`0−1,`0)(q̄k). (19)

Using the definition of q̄k on (`0 − 1, `0) and that qk(`0) ∈ Bε(a−) gives

I(`0−1,`0)(q̄k) ≤
∫ `0

`0−1

1
2 |qk(`0)−a−|2+ max

(t,ξ)∈[`0−1,`0]×Bε(a−)
V (t, ξ) dt ≤ 1

2ε
2+ωε.

This estimate together with (12) and (19) implies

I(`0,σ+
k −[τk])(qk) ≥ cσk −∆. (20)

Combining (iii), (18) and (20) then yields

cσk = I(qk) ≥ I(α,β)(qk) + I(`0,σ+
k −[τk])(qk) ≥ 2∆ + cσk −∆,

a contradiction. Thus (16) is proved.
Since −Tε − 1 < `−k < τk − [τk] < `+k < Tε + 1, by (16) and (17),

qk(t) ∈ Rm \Bε(a−) for t ≥ Tε + 1 and qk(t) ∈ Rm \Bε(a+) for t ≤ −Tε − 1.

The convergence of qk(t) to Q(t) for any t ∈ R then shows

Q(t) ∈ Rm \Bε(a−) for t ≥ Tε + 1

and Q(t) ∈ Rm \Bε(a+) for t ≤ −Tε − 1. (21)

But I(Q) < +∞ so by Proposition 2.3 of [15], there are points, ϕ± ∈ {a−, a+}
such that Q(±∞) = ϕ±. Consequently (21) shows ϕ± = a±. Then (9) follows
and the proposition is proved.

In general the sequence (τk) given by Proposition 2.4 may not be bounded.
Thus the sequence Qσk may not converges in E to a Q ∈ M(a−, a+). In
other words we cannot guarantee that the problem (2) has solutions which
approximate fixed elements of M(a−, a+) as |σ| → +∞. We do not know if it
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is essential, but to get around this difficulty, we require a further condition. As
was shown in [15], in order to obtain multitransition solutions of (HS), some
nondegeneracy conditions are required for M(a−, a+) ∪M(a+, a−) and they
also suffice to overcome the present difficulty. To introduce them, some results
from [15] will be recalled. Set

S(a−, a+) = {q|T0 | q ∈M(a−, a+)}.

The subset S(a−, a+) of W 1,2(T0,Rm) possesses the following properties:

• S̄(a−, a+) = S(a−, a+) ∪ {a−} ∪ {a+},

• S̄(a−, a+) is compact in W 1,2(T0,Rm).

For the details, see [15].

Let Ca−(a−, a+) be the component of S̄(a−, a+) containing a− and let
Ca+(a−, a+) be the component of S̄(a−, a+) containing a+. Then from e.g. [15],
we have

Proposition 2.6. Either

(i) Ca−(a−, a+) = Ca+(a−, a+), or

(ii) Ca−(a−, a+) = {a−} and Ca+(a−, a+) = {a+}.

If (ii) holds, there exist nonempty disjoint compact sets,

Ka−(a−, a+),Ka+(a−, a+) ⊂ S̄(a−, a+)

such that

a) a− ∈ Ka−(a−, a+), a+ ∈ Ka+(a−, a+),

b) S̄(a−, a+) = Ka−(a−, a+) ∪Ka+(a−, a+),

c) dist(Ka−(a−, a+),Ka+(a−, a+)) ≡ 5r(a−, a+) > 0.

Remark 2.7: The splitting, Ka−(a−, a+),Ka+(a−, a+), of S̄(a−, a+) is not
unique. Indeed subjecting each of the functions, q that make up these sets to
the same integer phase shift produces a new such splitting. For what follows,
we fix the choice of this splitting.

Remark 2.8: Reversing the roles of a− and a+ yields Ca+(a+,a−), Ca−(a+,a−),
Ka+(a+, a−), Ka−(a+, a−), namely the analogous sets for heteroclinics from
a+ to a− of what we have obtained for heteroclinics from a− to a+.
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The nondegeneracy conditions that we impose are those of alternative (ii) of
Proposition 2.6. They will be used to construct a subset of Γσ(a−, a+) in which
a new family of local minima of Iσ will be found that have the convergence
properties that we were unable to verify for the functions, Qσ.

To carry out the new construction, select a δ ∈ (0, r(a−, a+)) and let q∗ ∈
M(a−, a+). Then with Ka−(a−, a+),Ka+(a−, a+) as in Proposition 2.6, there
is an s0 ∈ N depending on δ and q∗ such that for all i ∈ Z with |i| ≥ s0,

‖q∗ −Ka−(a−, a+)‖L2(T−i), ‖q
∗ −Ka+(a−, a+)‖L2(Ti) ≤ δ. (22)

Fix such an i and choose σ so that [−i, i+ 1] ⊂ σ. Define

Γσ,i(a
−, a+) = {q ∈ Γσ(a−, a+) | q satisfies (22)}.

Then Γσ,i(a
−, a+) 6= ∅. Set

cσ,i(a
−, a+) = inf

q∈Γσ,i(a−,a+)
Iσ(q) (23)

The existence of a minimizer, Qσ,i, in (23) follows as in Lemma 2.1 and stan-
dard regularity arguments imply it is a solution of (2) except possibly in the
constraint intervals, T−i ∪ Ti. Letting σk be as earlier, we will show that for
large k, there is strict inequality for Qσ,i in (22). Towards that end, an analogue
of results from [24] or [15] is needed. Set

Λ(a−, a+) = {q ∈ Γ(a−, a+) | ‖q −Ka−(a−, a+)‖L2(T−i) = δ

or ‖q −Ka+(a−, a+)‖L2(Ti) = δ}.

Note that Λ(a−, a+) also depends on δ. Define

d(a−, a+) = inf
q∈Λ(a−,a+)

I(q). (24)

Then the arguments of Proposition 2.47 of [24] show

d(a−, a+) > c(a−, a+). (25)

Now we have:

Theorem 2.9. Suppose that σk ⊂ σk+1 and σ+
k ,−σ

−
k →∞ as k →∞. Then

cσk,i(a
−, a+) ≥ cσk+1,i(a

−, a+)→ c(a−, a+) as k →∞. (26)

Moreover for any k for which cσk,i(a
−, a+) < d(a−, a+) and in particular for

large k, any minimizer of Iσk in Γσk,i(a
−, a+) is a solution of (2). In addi-

tion, there is a Q ∈ M(a−, a+) such that along a subsequence, Qσk,i → Q in

W 1,2
loc (R,Rm).



ON A DOUBLE WELL POTENTIAL PROBLEM 203

Proof. The argument of Proposition 2.3 shows that (26) holds. To show that
the constraints are satisfied with strict inequality provided that k is sufficiently
large, arguing indirectly, suppose that

‖Qσk,i −Ka−(a−, a+)‖L2(T−i) = δ or ‖Qσk,i −Ka+(a−, a+)‖L2(Ti) = δ.

Then Qσk,i ∈ Λ(a−, a+) and by (23) and (25),

cσk,i(a
−, a+) = Iσ(Qσk,i) = I(Qσk,i) ≥ d(a−, a+). (27)

But (25) and (26) show (27) is not possible.
Thus for any k for which cσk,i(a

−, a+) < d(a−, a+) and in particular for
large k, any minimizer of Iσk in Γσk,i(a

−, a+) is a solution of (2).
It remains to establish the convergence of the solutions, Qσk,i, along a sub-

sequence. By the argument of Proposition 2.24 of [15] again, ‖Qσk,i‖W 1,2(Tj ,Rm)

is bounded independently of k and j. As in Corollary 2.42 of [15], this leads to
a k-independent bound for ‖Qσk,i‖L∞(σk,Rm) and then via (2), a k-independent
bound for ‖Qσk,i‖C2(σk,Rm). Thus by the Arzela-Ascoli Theorem and (2), as
k →∞, for any subsequence of Qσk,i, there is a solution, Q of (HS) such that
along a further subsequence, Qσk,i converges to Q in C2

loc(R,Rm). Moreover
restricting ourselves to this subsequence, for any p ∈ N, by (26),∫ p

−p
L(Q) dt ≤ lim inf

k→∞

∫ p

−p
L(Qσk,i) dt ≤ lim inf

k→∞
Iσk(Qσk,i)

= lim inf
k→∞

cσk,i(a
−, a+) = c(a−, a+).

Letting p→∞ further shows

I(Q) ≤ c(a−, a+) <∞. (28)

Thus by (28) and Proposition 2.3 of [15], there are points, ϕ± ∈ {a−, a+} such
that Q(±∞) = ϕ± .

We claim that ϕ± = a±. It then follows that Q ∈ Γ(a−, a+) with I(Q) =
c(a−, a+) so Q ∈M(a−, a+). Towards proving that ϕ± = a±, let

P = {Qσ,i | cσ,i(a−, a+) < d(a−, a+)}.

Then we have

Proposition 2.10. There is a β = β(δ) > 0 such that

β = inf
q∈P

∫ i+1

−i
L(q) dt. (29)
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Proof. As was noted earlier, the set of functions, P is a bounded subset of
C2([−i, i + 1],Rm). Choose a minimizing sequence (ql) for (29). Therefore as
l→∞, ∫ i+1

−i
L(ql) dt→ β.

By the Arzela-Ascoli Theorem, there is a function , q̂ ∈ C1([−i, i + 1],Rm),
such that along a subsequence, as l→∞,∫ i+1

−i
L(ql) dt→

∫ i+1

−i
L(q̂) dt = β.

Moreover q̂ is a solution of (HS) on [−i, i + 1] and satisfies the constraints
in (22). If β = 0, q̂ ≡ a− or q̂ ≡ a+. But by the choice of δ, the function q̂
cannot satisfy both constraints. Therefore β > 0.

Conclusion of the proof of Theorem 2.9. Returning to our claim that ϕ± = a±,
and arguing indirectly, suppose that the pair of equalities is not satisfied. Then
there are three possibilities: (i) ϕ− = a+ and ϕ+ = a+, (ii) ϕ− = a+ and
ϕ+ = a−, or (iii) ϕ− = a− and ϕ+ = a−. Now a comparison argument will be
employed. Suppose e.g. that (i) occurs. For l ∈ Z, set Xl = ∪l+1

j=l−1Tj . Pick an

ε > 0. Then there is a p = p(ε) ∈ N with p ≤ min(−σ−k , σ
+
k ) such that for all

large k in our subsequence, ‖Qσk,i−a+‖C2(X−p,Rm) ≤ ε. Define vk ∈ Γ(a−, a+)
via modifying Qσk,i in X−p:

vk(t) =


Qσk,i(t), t ≤ −p− 1,

(−p− t)Qσk,i(−p− 1) + (t+ p+ 1)a+, −p− 1 ≤ t ≤ −p,
a+, −p ≤ t.

Then ∫
Xp

L(vk)dt ≤ κ(ε) (30)

where κ(ε)→ 0 as ε→ 0. Now using (30) and Proposition 2.10 yields

cσk,i = I(Qσk,i) =

∫ −p+1

−∞
L(vk) dt−

∫ −p+1

−p−1

L(vk) dt+

∫ ∞
−p−1

L(Qσk,i) dt

≥ c(a−, a+)− κ(ε) + β(δ). (31)

Choose ε so that κ(ε) < 1
2β(δ). Since the first assertion of this theorem shows

cσk,i → c(a−, a+) as k → ∞, (31) and case (i) are not possible. A similar
argument excludes case (ii) and likewise case (iii) is excluded by doing the
cutting and pasting near t =∞. Thus Theorem 2.9 is proved.
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Remark 2.11: There is an analogous result on interchanging the roles of a−

and a+.

Remark 2.12: There is another approach we could have taken to the material
in this section. Replacing S(a−, a+) by

T (a−, a+) = {q(0) | q ∈M(a−, a+)},

then T̄ (a−, a+) = T (a−, a+)∪{a−, a+} and T̄ is compact in Rm. Moreover the
analogue of Proposition 2.6 with T replacing S holds for this new setting. Then
in (22) and the definition of Λ, replace the L2 norm by the Rm norm leading
to a variant of Theorem 2.9 (although one can no longer invoke [15] for part
of the proof). A similar approach using pointwise constraints can likewise be
made the in the next section where local minima of I that are multitransition
solutions of (HS) are obtained. However unfortunately this replacement can
no longer be made when dealing with mountain pass solutions of (HS) and its
finite time relative, (2). The reason it fails is that for mountain pass solutions,
again an appropriate version of Proposition 2.6 is needed. To obtain it, one
has to work with the map from the set of solutions of (HS) in say Γ(a−, a+)
with I(q) ≤ d to

T d(a−, a+) = {q(0) | q ∈ Γ(a−, a+), satisfies (HS), and I(q) ≤ d}

where d is greater than the mountain pass minimax value (see [25, 26]). Un-
fortunately, unlike the case where d = c(a−, a+), this map is not one to one
causing the earlier proof of Proposition 2.6 to break down. This failure does
not occur when working with

Sd(a−, a+) = {q|[0,1] | q ∈ Γ(a−, a+), satisfies (HS), and I(q) ≤ d}.

The analogues of the results of this paper for mountain pass solutions of (2)
will be explored in a future publication.

3. Multitransition local minima

In this section, the existence and multiplicity of solutions of (2) that undergo
multiple transitions will be studied. As in Section 2, the results here will follow
with the aid of comparison arguments involving multitransition local minima
for (HS). Such results were obtained in [15] where it was shown that there is
an infinitude of k−transition solutions of (HS) for each k ∈ N. In [15], the
same ideas were employed to treat k = 2 as for general k > 2. This is also
the case in the current setting. In [15], the main concern was the solution of
a PDE problem in a cylindrical domain for which (HS) occurs as a degenerate
special case. We begin here by stating a slightly stronger version of the result
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of [15] specialized to (HS) when k = 2, show how to use it to obtain a related
result for (2) and then discuss the case of k > 2.

To formulate the result for (HS), choose m = (m1, · · · ,m4) ∈ Z4 and l ∈ N
so that

m1 + 2l < m2 − 2l < m2 + 2l < m3 − 2l < m3 + 2l < m4 − 2l. (32)

The integers mi and l will depend on a parameter, ε, that will be introduced
in the next theorem. For r > 0 and A ⊂W 1,2(T0,Rm), let

Nr(A) ≡ {q ∈W 1,2(T0,Rm) | distW 1,2(T0,Rm)(q, A) ≤ r}.

Set δ = min(ρ, r(a−, a+), r(a+, a−)) where ρ ∈ (0, 1
4 |a
− − a+|). As the class of

admissible functions in which local minima of I will be sought, take

A2 = A2(m, l) = {q ∈ E | q satisfies (33)}

where

q(·+ j)|T0 ∈


Nδ(Ka−(a−, a+)), j < m1 + l,

Nδ(Ka+(a−, a+)), m2 − l ≤ j < m2 + l,

Nδ(Ka+(a+, a−)), m3 − l ≤ j < m3 + l,

Nδ(Ka−(a+, a−)), m4 − l ≤ j.

(33)

Define

b2 = b2(ε) = inf
q∈A2

I(q). (34)

This setting was studied in Section 5 of [15]. As a somewhat more quantitative
version of the result there, we have:

Theorem 3.1. Let (V1) − (V3) and the four conditions Ca±(a−, a+) = {a±},
Ca±(a+, a−) = {a±} be satisfied. For any ε ∈ (0, δ/16), there exists an m0 =
m0(ε) ∈ N, an l = l(ε) ∈ N, l ≥ m0 and a ζ0 = ζ0(ε) > 0 with ζ0 → 0 as ε→ 0
such that

1o for each m = (m1,m2,m3,m4) satisfying

mj+1 −mj − 6l ≥ m0 for j = 1, 2, 3, (35)

the set

M(b2) ≡ {q ∈ A2 | I(q) = b2} 6= ∅.

2o Any Q ∈ M(b2) satisfies the constraints, (33), with strict inequality and is
a classical solution of (HS) that is homoclinic to a−.
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3o If Q ∈M(b2),

‖Q− a−‖L∞((−∞,m1−l],Rm) < ζ0 , ‖Q− a+‖L∞([m2+l,m3−l],Rm) < ζ0

and ‖Q− a−‖L∞([m4−l,+∞),Rm) < ζ0.

4o As ε→ 0, b2(ε)→ c(a−, a+) + c(a+, a−).

Remark 3.2: The statement of Theorem 3.1 is rather technical due to the
presence of so many parameters, but the geometrical content of the result,
both for k = 2 and more generally, is simple. Heuristically the result says that
if the constraint regions are far enough apart, there exists an interior minimizer
of the associated variational problem and this minimizer is a classical solution
of (2). Moreover in the region between each pair of constraint regions involving
the same point, the point being a+ for Theorem 3.1, the solution remains close
to that point.

a+

a−
(m1−l,m1+l) (m2−l,m2+l) (m3−l,m3+l) (m4−l,m4+l)

a−+ε

a+−ε

Nδ(K1)

Nδ(K2) Nδ(K3)

Nδ(K4)

Figure 1: In the diagram K1 = Ka−(a−, a+),K2 = Ka+(a−, a+),K3 =
Ka+(a+, a−),K4 = Ka−(a+, a−)

Proof of Theorem 3.1. Fix m satisfying (35). Both 1o and 2o are either part
of the statement or the proof of Theorem 5.16 of [15]. To verify 3o, note first
that for m0 is sufficiently large, one can choose members of M(a−, a+) and
M(a+, a−), modify them slightly to obtain a member of A2, and use it to find
an upper bound for b2 as in (5.19) of [15]:

b2 < c(a−, a+) + c(a+, a−) + 2 (36)

independently of m. Next we will show that in any interval, I, of length at
least m0, there is a subinterval, Xi = ∪i+2

k=i−2Tk ⊂ I such that either

‖Q− a−‖L∞(Tj ,Rm) < ε or ‖Q− a+‖L∞(Tj ,Rm) < ε (37)

for Tj ∈ Xi. Indeed if both inequalities in (37) fail for some Tj , by (2.12)
ITj (Q) ≥ min(t,ξ)∈Tj×(Rm\Bε(a−)∪Bε(a+)) V (t, ξ) ≡ γ(ε) > 0. Thus if there were
no such Xi ⊂ I,

b2 = I(Q) ≥ 1

5
m0(ε)γ(ε), (38)
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which is contrary to the upper bound for b2 for m0 sufficiently large. It is here
that the dependence of m0 (and hence l) on ε first enters.

Since l ≥ m0, applying this observation to the constraint regions associated
with m1,m2,m3 and m4 yields intervals, X1 ⊂ [m1− l,m1], X2 ⊂ [m2,m2 + l],
X3 ⊂ [m3 − l,m3] and X4 ⊂ [m4,m4 + l] in which (37) holds. In fact due to
the definition of δ in the constraint, (37) can be strengthened to

‖Q(t)−a−‖L∞(Xi,Rm) < ε, i = 1, 4, ‖Q(t)−a+‖L∞(Xi,Rm) < ε, i = 2, 3. (39)

Now we verify 3o, i.e. there is a ζ0 = ζ0(ε) such that ζ0 → 0 as ε→ 0 for which

(i) ‖Q− a−‖L∞((−∞,m1−l],Rm) < ζ0,

(ii) ‖Q− a+‖L∞([m2+l,m3−l],Rm) < ζ0, and

(iii) ‖Q− a−‖L∞([m4−l,+∞),Rm) < ζ0.

We will only prove (ii). The proofs of properties (i) and (iii) are similar and
simpler and will be omitted. Set

ᾱ = supX2, β̄ = inf X3,

and the function

Q̄(t) =



Q(t) t ≤ ᾱ− 1,

Q(ᾱ− 1) + (t+ 1− ᾱ)(a+ −Q(ᾱ− 1)) ᾱ− 1 ≤ t ≤ ᾱ,
a+ ᾱ ≤ t ≤ β̄
a+ + (t− β̄)(Q(β̄ + 1)− a+) β̄ ≤ t ≤ β̄ + 1,

Q(t) t ≥ β̄ + 1.

We claim the function Q̄ satisfies the constraint (33). Indeed on the intervals
Tj for j ≤ ᾱ − 2 or j ≥ β̄ + 1, Q̄(t) = Q(t) so the constraint is satisfied. The
same is true when ᾱ ≤ j ≤ β̄ − 1 since on the corresponding intervals Tj ,
Q̄(t) = a+. If j = ᾱ − 1, then Q̄(t) = Q(ᾱ − 1) + (t + 1 − ᾱ)(a+ − Q(ᾱ − 1))
for t ∈ Tj . Thus by (39)

distW 1,2(T0,Rm)(Q̄(·+ j),Ka+(a−, a+))2 ≤ ‖Q̄(t)− a+‖2W 1,2(Tj ,Rm)

=

∫
Tj

|a+ −Q(ᾱ− 1)|2 + |t− ᾱ|2|Q(ᾱ− 1)− a+|2 ≤ 2ε2 < δ2.

Likewise another application of (39) shows ‖Q̄(t)− a+‖2W 1,2(Tj ,Rm) ≤ 2ε2 < δ2

for j = β. Hence all the inequalities in (33) hold for the function Q̄ so it belongs
to the class A2. Consequently, since Q minimizes I on A2,

0 ≤ I(Q̄)− I(Q) ≤
∫ ᾱ

ᾱ−1

L(Q̄) dt+

∫ β̄+1

β̄

L(Q̄) dt− I(ᾱ,β̄)(Q) (40)
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and so

I(ᾱ,β̄)(Q) ≤
∫ ᾱ

ᾱ−1

L(Q̄) dt+

∫ β̄+1

β̄

L(Q̄) dt. (41)

To conclude (ii) from (41), the definition of Q̄ on the intervals [ᾱ − 1, ᾱ] and
[β̄, β̄ + 1] as well as (39) will be used. Recalling the function, ωε, in the proof
of Proposition 2.4:

ωε = max{V (t, ξ) | t ∈ R, ξ ∈ B̄ε(a+) ∪ B̄ε(a−)},

by (39) we have∫ ᾱ

ᾱ−1

L(Q̄) dt ≤
∫ ᾱ

ᾱ−1

1
2 |a

+ −Q(ᾱ− 1)|2 + max
(t,ξ)∈[ᾱ−1,ᾱ]×Bε(a+)

V (t, ξ) dt

≤ 1
2ε

2 + ωε.

Similarly ∫ β̄+1

β̄

L(Q̄) dt ≤ 1
2ε

2 + ωε

so by (41)

I(ᾱ,β̄)(Q) ≤ ε2 + 2ωε. (42)

To conclude the proof of property (ii), recall the function, ωζ , defined for ζ > 0:

ωζ ≡ min{V (t, ξ) | t ∈ R,dist(ξ, {a−, a+}) ≥ ζ}.

The function ωζ is increasing and continuous on [0, 1
4 |a

+ − a−|). Define ζ0 by

ζ0 = ζ0(ε) = min{ζ ∈ [2ε, 1
4 |a

+ − a−|) |
√

2ωζ/2 ζ ≥ 2(ε2 + 2ωε)}.

Since ωε → 0 as ε → 0, ζ0 is well defined for small ε. Note that ζ0(ε) → 0 as
ε→ 0. Finally to verify Property (ii), i.e.

‖Q− a+‖L∞([m2+l,m3−l],Rm) < ζ0, (43)

we argue indirectly. Assume that there exists a µ ∈ [m2 + l,m3 − l] for which
|Q(µ) − a+| ≥ ζ0. See Figure 3. Since by (39), |Q(ᾱ) − a+| < ε, there exists
an interval (α, β) ⊂ (ᾱ, µ) such that Q(t) /∈ Bζ0/2(a−) ∪ Bζ0/2(a+) for any
t ∈ (α, β) and |Q(β)−Q(α)| ≥ ζ0. Then V (t, Q(t)) ≥ ωζ0/2 for any t ∈ (α, β)
and by (11),

I(α,β)(Q) ≥
√

2ωζ0/2 |Q(β)−Q(α)| ≥
√

2ωζ0/2 ζ0. (44)
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a+

a+ − ε

a+ − ζ0/2

a+ − ζ0

X2 X3µm2 + l m3 − l

Q

α β

Figure 2: The indirect argument

Hence, by (42), (44),
√

2ωζ0/2 ζ0 ≤ I(α,β)(Q) ≤ I(ᾱ,β̄)(Q) ≤ ε2 + 2ωε which is
not possible by the definition of ζ0. This completes the proof of (ii) and of 3o.

It remains to prove 4o. For m0 possibly still larger, there is a q− ∈
M(c(a−, a+)) such that q− satisfies the m1 and m2 constraints in (33) and
there is a q+ ∈M(c(a+, a−)) such that q+ satisfies the m3 and m4 constraints
in (33). Moreover it can be assumed that

‖q− − a+‖L∞([m2+l,∞),Rm) < ε and ‖q+ − a+‖L∞((−∞,m3−l],Rm) < ε.

Therefore appropriately modifying q− for t > m2 + l and q+ for t < m3 − l
yields a function q2 ∈ A2 satisfying the improved version of (36):

I(q2) ≤ c(a−, a+) + c(a+, a−) + κ1(ε)

where κ1(ε)→ 0 as ε→ 0. Hence

b2(ε) ≤ c(a−, a+) + c(a+, a−) + κ1(ε). (45)

To obtain a lower bound for b2(ε), let Q ∈ M(b2(ε)). Define a function, Q̄ as
in the proof of 3o where now ᾱ and β̄ are replaced respectively by α1 and α1 +1
where these points are integers interior to (m2 + l,m3 − l). By its definition,
I(Q̄) ≥ c(a−, a+) + c(a+, a−). Thus in the spirit of (30) and (40), there is a
function, κ2(ε)→ 0 as ε→ 0 with

c(a−, a+) + c(a+, a−)− b2(ε) ≤ I(Q̄)− b2(ε) = I(Q̄)− I(Q) ≤ κ2(ε)

or
c(a−, a+) + c(a+, a−)− κ2(ε) ≤ b2(ε). (46)

Combining (45) and (46) then gives 4o and completes the proof of Theorem 3.1.

Now the results just mentioned for (HS) can be used as a tool to obtain 2-
transition solutions of (2). Continuing with m as in Theorem 3.1, let σ− < m1

and σ+ > m4, and define

A2,σ = A2,σ(m, l) = {q ∈ A2 | q(t) = a− for t /∈ σ}.



ON A DOUBLE WELL POTENTIAL PROBLEM 211

Then for σ+,−σ− sufficiently large, A2,σ 6= ∅. Define

b2,σ = b2,σ(m, l) = inf
q∈A2,σ

I(q). (47)

Then parallelling Theorem 3.1, we have:

Theorem 3.3. Suppose the hypotheses of Theorem 3.1 are satisfied. Then

1o For σ+,−σ− sufficiently large,

M(b2,σ) ≡ {q ∈ A2,σ | I(q) = b2,σ} 6= ∅.

2o Any Qσ ∈M(b2,σ) is a solution of (2).

Proof. The existence of Qσ ∈M(b2,σ) follows as in the proof of Lemma 2.1. As
in earlier arguments, it is a solution of (2) in any of the intervals where there
is no constraint and also in any constraint interval in which the constraint is
satisfied with strict inequality. Thus to complete the proof of item 2o, it must
be shown that strict inequality holds in the 4 constraint regions. The argument
involving (36)-(39) also holds in the current setting so for ε < δ, again there

are intervals, Xj = ∪ij+2
k=ij−2Tk for j = 2, 3 and ij ⊂ [mj − l,mj + l], in which

‖Qσ − a+‖L∞(Ti,Rm) < ε for Ti ∈ Xj . (48)

Now suppose that Qσ satisfies one of the m1 or m2 constraints with equality.
Cutting and pasteing in X3 yields a pair of functions,

f(t) =


Qσ(t), t ≤ i3 − 1,

(i3 − t)Qσ(i3 − 1) + (t− i3 + 1)a+, i3 − 1 ≤ t ≤ i3,
a+, t ≥ i3,

g(t) =


a+, t ≤ i3 + 1,

(i3 + 2− t)a+ + (t− i3 − 1))Qσ(i3 + 2), i3 + 1 ≤ t ≤ i3 + 2,

Qσ(t), t ≥ i3 + 2.

Note that f ∈ Γ(a−, a+), g ∈ Γ(a+, a−) and since Qσ satisfies one of the m1

or m2 constraints with equality, f ∈ Λ(a−, a+). Hence I(g) = I(i3+1,+∞)(g) ≥
c(a+, a−) and by (25), I(f) = I(−∞,i3)(f) ≥ d(a−, a+). Moreover by (48),
arguing as in the proof of Theorem 3.1 for the function Q̄ shows

I(i3−1,≤i3)(f) ≤ e1(ε) and I(i3+1,i3+2)(g) ≤ e1(ε)

with e1(ε)→ 0 as ε→ 0.



212 P. MONTECCHIARI AND P.H. RABINOWITZ

By the above observations

I(−∞,i3−1)(Qσ) = I(−∞,i3−1)(f) ≥ I(f)− e1(ε) ≥ d(a−, a+)− e1(ε) and

I(i3+2,+∞)(Qσ) = I(i3+2,+∞)(g) ≥ I(g)− e1(ε) ≥ c(a+, a−)− e1(ε)

so that

I(Qσ) ≥ I(−∞,i3−1)(Qσ) + I(i3+2,+∞)(Qσ)

≥ d(a−, a+) + c(a+, a−)− 2e1(ε). (49)

On the other hand, by 4o of Theorem 3.1, as ε→ 0, b2 → c(a−, a+)+c(a+, a−).
Thus for small ε and −σ−, σ+ sufficiently large, there is a function, e2(ε) with
e2(ε)→ 0 as ε→ 0 such that

I(Qσ) ≤ c(a−, a+) + c(a+, a−) + e2(ε). (50)

But (49) and (50) are incompatible for small ε since d(a−, a+) > c(a−, a+).
A similar argument establishes the result if Qσ satisfies one of the m3 or m4

constraints with equality and item 2o is proved.

The existence of the 2−transition solutions having been established, now
their behavior as −σ−, σ+ →∞ will be studied. We will show

Theorem 3.4. Let the hypotheses of Theorem 3.3 be satisfied for a fixed ad-
missible ε. If −σ−i , σ

+
i → ∞ as i → ∞, then b2,σi → b2. Moreover if

Qσi ∈ M(b2,σi), then there is a Q ∈ M(b2), such that along a subsequence,
Qσi → Q in C2

loc(R,Rm) as i→∞.

Proof. Since M(b2,σi) ⊂ M(b2), b2 ≤ b2,σi . Let ε̄ > 0 be small. Choose any
Q ∈ M(b2). Then Q can be modified near t = ±∞ to produce Qε̄ ∈ M(b2,σi)
for all large |σ±i | and b2,σi ≤ I(Qε̄) ≤ b2 + ε̄. Thus the first assertion of
the theorem follows. To prove the second assertion, since Qσi ∈ A2, by earlier
arguments, there is an M > 0 such that ‖Qσi‖C2(σi,Rm) ≤M for all i ∈ N. Thus
by the Arzela-Ascoli Theorem, a subsequence of Qσi converges in C2

loc(R,Rm)
to a function Q ∈ C2

loc(R,Rm) ∩ A2 so I(Q) ≥ b2, But along our subsequence,
for any p ∈ N,∫ p

−p
L(Q) dt ≤ lim inf

i→∞

∫ p

−p
L(Qσi) dt ≤ lim inf

i→∞
I(Qσi) = lim inf

i→∞
b2,σi = b2.

Thus I(Q) = b2 and Q ∈M(b2).

Next the case of k > 2 transitions will be discussed briefly. See [24] for a
detailed argument in a related case. Again one takes l ∈ N and now chooses
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m = (m1, · · · ,m2k) ∈ Z2k with mj −mj−1 > 4l for j = 2, · · · , 2k. (We note
at this point a typo in the first line of page 1763 of [15] where > 2l is written
rather than > 4l ). To describe the analogue of the condition, (33), choose
{a1, . . . , a2k} ∈ {a−, a+}2k so that

a1 6= a2 = a3 6= . . . 6= a2k−2 = a2k−1 6= a2k

and define the family of sets {K1, . . . ,K2k} by

K2j−1 = Ka2j−1
(a2j−1, a2j) and K2j = Ka2j (a2j−1, a2j), j = 1, . . . , k.

Then the class of admissible functions for the k−transition problem is

Ak = Ak(m, l) = {q ∈ E | q satisfies (51)}

where

q(·+ p)|T0
∈


Nδ(K1), p ∈ (−∞,m1 + l) ∩ Z,
Nδ(Kj), p ∈ [mj − l,mj + l) ∩ Z, 2 ≤ j ≤ 2k − 1,

Nδ(K2k), p ∈ [m2k − l,+∞) ∩ Z.
(51)

Now set
bk = b(k,m, l) = inf

q∈A(k,m,l)
I(q). (52)

Then we have

Theorem 3.5. Under the hypotheses of Theorem 3.1,

M(bk) ≡ {Q ∈ A(k,m, l) | I(Q) = b(k,m, l)} 6= ∅

and any Q ∈M(bk) is a classical solution of (PDE) satisfying (BC).

Remark 3.6: There are also analogues of 3o − 4o of Theorem 3.1.

To state the result corresponding to Theorem 3.5 for (2), let σ− < m1 and
σ+ > m2k, and set

Ak,σ = Ak,σ(m, l) = {q ∈ Ak | q(t) = a− for t /∈ σ}.

As earlier for σ+,−σ− sufficiently large, Ak,σ 6= ∅. Define

bk,σ = bk,σ(m, l) = inf
q∈Ak,σ

I(q). (53)

Then we have:

Theorem 3.7. Suppose the hypotheses of Theorem 3.5 are satisfied. Then
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1o For σ+,−σ− sufficiently large,

M(bk,σ) ≡ {q ∈ Ak,σ | I(q) = bk,σ} 6= ∅.

2o Any Qσ ∈M(bk,σ) is a solution of (2).

The proof is quite similar to that of Theorem 3.3, relying on (25) and a
cutting and pasteing argument.

Remark 3.8: In conclusion, we note that the natural version of Theorem 3.4
holds in the k > 2 setting.
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31 (2014), 103–128.

[15] J. Byeon, P. Montecchiari, and P. H. Rabinowitz, A double well potential
system, Anal. PDE 9 (2016), 1737–1772.

[16] P. Caldiroli and P. Montecchiari, Homoclinic orbits for second order
Hamiltonian systems with potential changing sign, Comm. Appl. Nonlinear Anal.
1 (1994), 97–129.

[17] V. Coti Zelati, I. Ekeland, and E. Séré, A variational approach to homo-
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