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1. Introduction

The inverse conductivity problem posed by Calderón asks if the electrical conductivity of a medium can be determined by voltage and current measurements on its boundary. If \( \Omega \subset \mathbb{R}^n \) is a bounded open set representing the medium, and if \( \sigma \in L^\infty_+ (\Omega) \) is a function representing the electrical conductivity, then Ohm’s and Kirchhoff’s laws imply that given a boundary voltage \( f \), the electrical potential \( u \) in \( \Omega \) will solve the conductivity equation

\[
\begin{cases}
\text{div}(\sigma \nabla u) = 0 & \text{in } \Omega, \\
u = f & \text{on } \partial \Omega.
\end{cases}
\]

Here and below we write

\[
L^\infty_+ (\Omega) = \{ \sigma \in L^\infty (\Omega) : \sigma \geq c_0 > 0 \text{ a.e. in } \Omega \text{ for some } c_0 > 0 \}.
\]

If \( X(\Omega) \) is a function space (such as the space \( W^{1,\infty}(\Omega) \) of Lipschitz functions), we also write

\[
X_+ (\Omega) = X(\Omega) \cap L^\infty_+ (\Omega).
\]
The boundary measurements are encoded by the Dirichlet-to-Neumann map (DN map)
\[ \Lambda_\sigma : f \mapsto \sigma \partial_\nu u|_{\partial \Omega} \]
where \( \sigma \partial_\nu u|_{\partial \Omega} \) is the electrical current flowing through the boundary, and the normal derivative \( \partial_\nu \) is defined in a suitable weak sense. The inverse problem is to determine the conductivity \( \sigma \) from knowledge of the DN map \( \Lambda_\sigma \). This question, known as the Calderón problem, is a fundamental inverse problem with applications in industrial and medical imaging and having connections to many other inverse problems. Both the theoretical and applied aspects of the Calderón problem have been studied intensively in the last 35 years. We refer to the survey [35] for more information.

In this paper we consider a nonlinear variant of the Calderón problem. Here the standard Ohm’s law \( j = -\sigma \nabla u \) relating the current \( j \) and potential \( u \) is replaced by the nonlinear law
\[ j = -\sigma |\nabla u|^{p-2} \nabla u \]
where \( p \) is a real number with \( 1 < p < \infty \). Combining this with Kirchhoff’s law stating that \( j \) is divergence free, we obtain the boundary value problem
\[ \begin{cases} \text{div}(\sigma |\nabla u|^{p-2} \nabla u) = 0 & \text{in } \Omega, \\ u = f & \text{on } \partial \Omega. \end{cases} \]

The boundary measurements are encoded by the nonlinear DN map
\[ \Lambda_\sigma : f \mapsto \sigma |\nabla u|^{p-2} \partial_\nu u|_{\partial \Omega} \]
defined in a suitable weak sense. The inverse problem is to determine the conductivity \( \sigma \) from knowledge of the nonlinear map \( \Lambda_\sigma \).

The equation \( \text{div}(\sigma |\nabla u|^{p-2} \nabla u) = 0 \) is called the weighted \( p \)-Laplace equation (with weight given by the positive function \( \sigma \)), and it is the Euler-Lagrange equation related to minimizing the \( p \)-Dirichlet energy \( E(u) = \int_\Omega \sigma |\nabla u|^p \, dx \). The case \( p = 2 \) is just the linear conductivity equation, but if \( p \neq 2 \) this is a quasilinear degenerate elliptic equation. The \( p \)-Laplace equation appears as a model for nonlinear dielectrics, plastic moulding, electro-rheological and thermo-rheological fluids, fluids governed by a power law, viscous flows in glaciology, or plasticity. The limiting cases \( p = 0 \) and \( p = 1 \) also arise in hybrid imaging inverse problems such as ultrasound modulated electrical impedance tomography (UMEIT) and current density imaging (CDI). See the references in [12] for further information. The \( p \)-Laplace equation is of considerable mathematical interest as well, the case \( p = n \) is useful in conformal geometry [29] and also the limiting cases \( p = 0, 1, \infty \) are relevant. We refer to [16, 23, 30] for further details on \( p \)-Laplace type equations.
The inverse problem of determining $\sigma$ from the nonlinear DN map $\Lambda_\sigma$ was introduced in [32] as a nonlinear variant of the Calderón problem. There are several previous works related to Calderón type problems for nonlinear equations (see the references of [32]), where the inverse problem is solved by linearizing the nonlinear DN map. However, the $p$-Laplace type model has the new feature that linearizations at constant boundary values do not give any new information, and thus genuinely nonlinear methods are required to treat the inverse problem. The work [32] suggested a nonlinear version of the method of complex geometrical optics solutions that has been widely used in the original Calderón problem (see the survey [35]). The nonlinear version of this method was based on $p$-harmonic functions introduced by Wolff [36].

We are aware of the following results on the inverse problem for $p$-Laplace type equations:

- (Boundary uniqueness [32]) $\Lambda_\sigma$ determines $\sigma|_{\partial\Omega}$.
- (Uniqueness for normal derivative [10]) $\Lambda_\sigma$ determines $\partial_\nu \sigma|_{\partial\Omega}$.
- (Inclusion detection [12]) If $\sigma = 1$ in $\Omega \setminus D$ and $\sigma \geq 1 + \varepsilon > 1$ in $D$ where $D \subset \Omega$ is an obstacle, then $\Lambda_\sigma$ determines the convex hull of $D$. Further results are given in [11].

The first two results were based on Wolff type solutions and boundary determination arguments following Brown [13]. We remark that it would be interesting to see if also the boundary determination method based on singular solutions due to Alessandrini [3] applies to $p$-Laplace type equations. The third result above extends the enclosure method for inclusion detection introduced by Ikehata [26] to the $p$-Laplace case. The main new ingredient in [12] was a monotonicity inequality, which allows to estimate the difference of DN maps, $\Lambda_{\sigma_1} - \Lambda_{\sigma_2}$, under the condition $\sigma_1 \geq \sigma_2$.

In this paper we continue the study of inverse problems for $p$-Laplace type equations. The main point is that a monotonicity assumption $\sigma_1 \geq \sigma_2$, together with the monotonicity inequality and the unique continuation principle for $p$-Laplace type equations in the plane [1, 6, 8, 31], allows to establish interior uniqueness for the conductivities.

**Theorem 1.1.** Let $\Omega \subset \mathbb{R}^2$ be a bounded open set and let $1 < p < \infty$. If $\sigma_1, \sigma_2 \in W^{1,\infty}_+(\Omega)$ satisfy $\sigma_1 \geq \sigma_2$ in $\Omega$, then $\Lambda_{\sigma_1} = \Lambda_{\sigma_2}$ implies $\sigma_1 = \sigma_2$ in $\Omega$.

In three and higher dimensions, the unique continuation principle even for the standard $p$-Laplace equation remains an important open question (see for instance [18]). We obtain the following partial result under the additional assumption that one of the conductivities is close to a constant.
Theorem 1.2. Let $\Omega \subset \mathbb{R}^n$ with $n \geq 2$ be a bounded open set with $C^{1,\alpha}$ boundary where $0 < \alpha < 1$, let $1 < p < \infty$, and let $M > 0$. There is a constant $\varepsilon = \varepsilon(n, p, \alpha, \Omega, M) > 0$ such that if $\sigma_1, \sigma_2 \in C^\infty(\overline{\Omega})$ satisfy $\sigma_1 \geq \sigma_2$ in $\Omega$ and

$$
\frac{1}{M} \leq \sigma_1 \leq M, \quad \|\sigma_1\|_{C^\infty(\overline{\Omega})} \leq M, \quad \|\sigma_2 - 1\|_{C^\infty(\overline{\Omega})} \leq \varepsilon,
$$

then $\Lambda_{\sigma_1} = \Lambda_{\sigma_2}$ implies $\sigma_1 = \sigma_2$ in $\Omega$.

Both of the above theorems are based on the monotonicity inequality, Lemma 2.2, and the existence of solutions whose gradient is nonvanishing in suitable sets. More precisely, Lemma 2.2 implies that for any $u \in W^{1,p}(\Omega)$ solving $\text{div}(\sigma_2 |\nabla u|^{p-2} \nabla u) = 0$ in $\Omega$, one has

$$(p-1) \int_{\Omega} \frac{\sigma_2}{\sigma_1^{1/(p-1)}} \left(\sigma_1^{-1} - \sigma_2^{-1}\right) |\nabla u|^p \, dx \leq (\Lambda_{\sigma_1} - \Lambda_{\sigma_2})(u|_{\partial \Omega}, u|_{\partial \Omega}).$$

Thus if $\sigma_1, \sigma_2 \in C_+^{\alpha}(\Pi)$ satisfy $\sigma_1 \geq \sigma_2$ and $\Lambda_{\sigma_1} = \Lambda_{\sigma_2}$, it follows that

$|\nabla u|^p = 0$ a.e. in $E$

for any solution $u$, where $E = \{x \in \Omega: \sigma_1(x) > \sigma_2(x)\}$. We would like to show that $\sigma_1 = \sigma_2$, or that $E$ is empty. But if $E$ would be nonempty, then all solutions $u$ would satisfy $\nabla u = 0$ in the open set $E$. It is thus enough to exhibit one solution $u$ with $\nabla u \neq 0$ somewhere in $E$.

If $\sigma \in C^{\alpha}_+(\overline{\Omega})$ for some $\alpha > 0$, we define the set of weak solutions

$$S_\sigma = \{u \in W^{1,p}(\Omega); \text{div}(\sigma |\nabla u|^{p-2} \nabla u) = 0 \text{ in } \Omega\}.$$ 

Each $u \in S_\sigma$ is locally $C^1$ (see e.g. [28]), and we let $C(u)$ be the critical set of $u$,

$$C(u) = \{x \in \Omega; |\nabla u|(x) = 0\}.$$ 

The study of critical sets of solutions is of independent interest, and there are a number of results in the case $p = 2$ and also in the two-dimensional case when $p \neq 2$ (see [6, 14] and references therein). The following question is relevant in our context, and further answers to this question would imply improvements in the above theorems when $n \geq 3$:

**Question.** Let $\Omega \subset \mathbb{R}^n$ be a bounded connected open set and let $1 < p < \infty$. Given $\sigma \in C^{\alpha}_+(\overline{\Omega})$, consider the following statements:

(a) There is $u \in S_\sigma$ such that $C(u)$ has Lebesgue measure zero.

(b) For any set $E \subset \Omega$ of positive Lebesgue measure there is $u \in S_\sigma$ such that $\nabla u|_E$ is not zero a.e. in $E$. 

(c) For any open set $U \subset \Omega$ there is $u \in S_\sigma$ such that $\nabla u|_U$ is not zero a.e. in $U$.

For which $\sigma \in C^\alpha(\Omega)$ does (a), (b), or (c) hold?

Clearly (a) $\implies$ (b) $\implies$ (c). We note that (a) holds for constant conductivities, or for conductivities only depending on $n - 1$ variables (in these cases there is a linear function which is a solution with nonvanishing gradient). Also, (a) holds in two dimensions at least for Lipschitz $\sigma$, since $\mathcal{C}(u)$ for nonconstant $u \in S_\sigma$ is the set of zeros of a quasiregular map and hence has measure zero (see [6] or Appendix 4). Finally, the weak unique continuation principle would imply (c) since then $\mathcal{C}(u)$ has empty interior for any nonconstant $u \in S_\sigma$.

We remark that in the linear case $p = 2$, uniqueness results for the inverse problem even without monotonicity assumptions have been known for a long time (see the survey [35]). Monotonicity arguments go back to [2, 4, 5, 24, 25, 27], and recently they have been combined with the method of localized potentials introduced in [17] to obtain reconstruction algorithms [20, 21]. However, the unique continuation principle and the Runge approximation property play a role in these arguments, and these facts are not known for $p$-Laplace type equations in dimensions $n \geq 3$.

This paper is organized as follows. Section 1 is the introduction. In Section 2 we establish the monotonicity inequality and the two-dimensional result, Theorem 1.1. Section 3 proves Theorem 1.2 which is valid in any dimension, by a perturbation argument around constant conductivities. We will do the proofs for the slightly more general equation

$$\text{div}(\sigma |A\nabla u \cdot \nabla u|^{(p-2)/2} A\nabla u) = 0 \quad \text{in } \Omega$$

where $\sigma$ is a positive scalar function and $A$ is a positive definite matrix function. Finally, Appendix 4 contains some interpolation and unique continuation results required in the proofs.
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2. Interior uniqueness in the plane

Given a bounded open set \( \Omega \subset \mathbb{R}^2 \) and a conductivity \( \sigma \in L_+^{\infty}(\Omega) \), we consider the Dirichlet problem for the following \( p \)-Laplace type equation where \( 1 < p < \infty \),

\[
\begin{aligned}
\begin{cases}
\text{div}(\sigma |A\nabla u \cdot \nabla u|^{(p-2)/2} A\nabla u) = 0 & \text{in } \Omega, \\
u = f & \text{on } \partial \Omega,
\end{cases}
\end{aligned}
\]

where \( A \in L_+^{\infty}(\Omega, \mathbb{R}^{n \times n}) \), meaning that \( A = (a_{jk}) \) where \( a_{jk} \in L_+^{\infty}(\Omega) \), \( a_{jk} = a_{kj} \), and for some \( c_0 > 0 \) one has \( \sum_{j,k=1}^n a_{jk}(x)\xi_j\xi_k \geq c_0|\xi|^2 \) for a.e. \( x \in \Omega \) and for all \( \xi \in \mathbb{R}^n \).

The problem (1) is well posed in \( W^{1,p}(\Omega) \) for a given Dirichlet boundary data \( f \in W^{1,p}(\Omega) \) (the boundary values are understood so that \( u - f \in W^{1,p}_0(\Omega) \)), see for instance [15, 23, 30, 32]. The solution \( u \) minimizes the \( p \)-Dirichlet energy

\[
E_p(v) = \int_{\Omega} \sigma |A\nabla v \cdot \nabla u|^{p/2} \, dx
\]

over all \( v \in W^{1,p}(\Omega) \) with \( v - f \in W^{1,p}_0(\Omega) \).

We formally define the nonlinear DN map by

\[
\Lambda_\sigma : f \mapsto \sigma |A\nabla u \cdot \nabla u|^{(p-2)/2} A\nabla u \cdot \nu|_{\partial \Omega},
\]

where \( u \in W^{1,p}(\Omega) \) satisfies (1). More precisely, \( \Lambda_\sigma \) is a nonlinear map \( X \to X' \) where \( X \) is the abstract trace space \( X = W^{1,p}(\Omega)/W^{1,p}_0(\Omega) \) and \( X' \) denotes the dual of \( X \), and \( \Lambda_\sigma \) is defined by the relation

\[
\langle \Lambda_\sigma(f), g \rangle = \int_{\Omega} \sigma |A\nabla u \cdot \nabla u|^{(p-2)/2} A\nabla u \cdot \nabla v \, dx, \quad f, g \in X,
\]

where \( u \in W^{1,p}(\Omega) \) is the unique solution of \( \text{div}(\sigma |A\nabla u \cdot \nabla u|^{(p-2)/2} A\nabla u) = 0 \) in \( \Omega \) with \( u|_{\partial \Omega} = f \), and \( v \) is any function in \( W^{1,p}(\Omega) \) with \( v|_{\partial \Omega} = g \). Here \( \langle \cdot, \cdot \rangle \) is the duality between \( X' \) and \( X \). If \( \partial \Omega \) has Lipschitz boundary, the trace space \( X \) can be identified with the Besov space \( B^{-1/p}_{p,p}(\partial \Omega) \). Physically \( \Lambda_\sigma(f) \) is the current flux density caused by the boundary potential \( f \). See [32, Appendix] and [22] for further properties of the DN map.

The following is the main result of this section.

**Theorem 2.1.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded open set, let \( A \in W^{1,\infty}(\Omega, \mathbb{R}^{n \times n}) \) be a symmetric positive definite matrix function, and let \( \sigma_1, \sigma_2 \in W^{1,\infty}_+(\Omega) \) be two conductivities such that \( \sigma_1 \geq \sigma_2 \) in \( \Omega \). If \( \Lambda_{\sigma_1} = \Lambda_{\sigma_2} \), then \( \sigma_1 = \sigma_2 \) in \( \Omega \).

The proof is based on a monotonicity inequality and the unique continuation principle for solutions of (1). Let us first consider the monotonicity inequality, which holds true in any dimension \( n \geq 2 \). In the linear case \( p = 2 \), the following
inequality is well known (see references in the introduction). For \( p \neq 2 \) this inequality was proved in [12] in the case \( A = I \). The proof for general \( A \) is almost identical, but we give it here for completeness.

**Lemma 2.2.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set where \( n \geq 2 \), let \( \sigma_1, \sigma_2 \in L_+^\infty(\Omega) \), let \( A \in C(\Omega, \mathbb{R}^{n \times n}) \) be a symmetric positive definite matrix function, and let \( 1 < p < \infty \). If \( f \in W^{1,p}(\Omega) \), then

\[
(p - 1) \int_{\Omega} \frac{\sigma_2^{\frac{1}{(p-1)}} (\sigma_2^{\frac{1}{p-1}} - \sigma_1^{\frac{1}{p-1}})}{\sigma_1^{\frac{1}{(p-1)}}} |A \nabla u_2 \cdot \nabla u_2|^{p/2} \, dx
\]

\[
\leq \langle (\Lambda \sigma_1 - \Lambda \sigma_2) f, f \rangle \leq \int_{\Omega} (\sigma_1 - \sigma_2) |A \nabla u_2 \cdot \nabla u_2|^{p/2} \, dx,
\]

where \( u_2 \in W^{1,p}(\Omega) \) solves \( \text{div}(\sigma_2 |A \nabla u_2 \cdot \nabla u_2|^{(p-2)/2} A \nabla u_2) = 0 \) in \( \Omega \) with \( u_2|_{\partial \Omega} = f \).

We emphasize that if \( \sigma_1 \geq \sigma_2 \), then all the terms in the inequality are nonnegative, while if \( \sigma_1 \leq \sigma_2 \), then they are nonpositive.

**Proof.** Let \( u_1, u_2 \in W^{1,p}(\Omega) \) be the solutions of the Dirichlet problem for the \( p \)-Laplace type equation,

\[
\begin{cases}
\text{div}(\sigma |A \nabla u \cdot \nabla u|^{(p-2)/2} A \nabla u) = 0 \text{ in } \Omega, \\
u = f \text{ on } \partial \Omega,
\end{cases}
\]

(3)

corresponding to the conductivities \( \sigma = \sigma_1 \) and \( \sigma = \sigma_2 \) respectively.

Note that the solution of (3) can be characterized as the unique minimizer of the energy functional

\[
E_p(v) = \int_{\Omega} \sigma |A \nabla v \cdot \nabla v|^{p/2} dx
\]

over the set \( \{ v \in W^{1,p}(\Omega); v - f \in W_0^{1,p}(\Omega) \} \) (see [32, Appendix]). Therefore, we obtain the following one sided inequality for the difference of DN maps:

\[
\langle (\Lambda \sigma_1 - \Lambda \sigma_2) f, f \rangle = \int_{\Omega} \sigma_1 |A \nabla u_1 \cdot \nabla u_1|^{p/2} dx - \int_{\Omega} \sigma_2 |A \nabla u_2 \cdot \nabla u_2|^{p/2} dx
\]

\[
\leq \int_{\Omega} (\sigma_1 - \sigma_2) |A \nabla u_2 \cdot \nabla u_2|^{p/2} dx.
\]

Since \( A \) is symmetric positive definite, \( A = B^T B \) for some symmetric matrix function \( B \in C(\Omega, \mathbb{R}^{n \times n}) \). The existence of such matrix \( B \) is due to the Lemma 4.1 in the Appendix. To obtain the other side of the inequality, note that

\[
A \nabla u_1 \cdot \nabla u_2 = B \nabla u_1 \cdot B \nabla u_2.
\]
Let \( \beta > 0 \) be a real number (whose value will be fixed later). Using (2) several times together with the fact that \( u_1|_{\partial \Omega} = u_2|_{\partial \Omega} \), we may rewrite the difference of DN maps as follows:

\[
\langle (\Lambda_{\sigma_1} - \Lambda_{\sigma_2}) f, f \rangle = \int_{\Omega} \beta \sigma_2 |A \nabla u_2 \cdot \nabla u_2|^{p/2} - (1 + \beta) \sigma_2^2 A \nabla u_2 \cdot \nabla u_2 - \sigma_1 |A \nabla u_1 \cdot \nabla u_1|^{p/2} \, dx
\]

\[
= \int_{\Omega} \beta \sigma_2 |B \nabla u_2|^p - ((1 + \beta)\sigma_2 |B \nabla u_2|^{p/2} B \nabla u_2 \cdot B \nabla u_1 - \sigma_1 |B \nabla u_1|^p) \, dx.
\]

Now, by applying Young’s inequality \(|ab| \leq |a|^p/p + |b|^{p'}/p'\) where \(1/p + 1/p' = 1\), we have

\[
\begin{align*}
(1 + \beta)\sigma_2 |B \nabla u_2|^{p/2} B \nabla u_2 \cdot B \nabla u_1 - \sigma_1 |B \nabla u_1|^p &= \frac{1 + \beta}{p^{1/p}} \sigma_2^{p/2} |B \nabla u_2|^{p/2} B \nabla u_2 \cdot \nabla u_1 - \sigma_1 B \nabla u_1|^p \\
&\leq \frac{1}{p^2} \left( \frac{1 + \beta}{p^{1/p}} \right)^{p'} \sigma_2^{p/2} \sigma_1^{1/(p-1)} |B \nabla u_2|^p + \sigma_1 |B \nabla u_1|^p - \sigma_1 |B \nabla u_1|^p \\
&= \frac{1}{p^2} \left( 1 + \beta \right)^{p'} \frac{1}{p^{1/(p-1)}} \sigma_2^{p/2} \sigma_1^{1/(p-1)} |B \nabla u_2|^p.
\end{align*}
\]

Therefore

\[
\langle (\Lambda_{\sigma_1} - \Lambda_{\sigma_2}) f, f \rangle \geq \int_{\Omega} \left( \beta \sigma_2 - \frac{1}{p^2} \left( 1 + \beta \right)^{p'} \frac{1}{p^{1/(p-1)}} (\frac{1}{p') \frac{1}{p^{1/(p-1)}}} \right) |B \nabla u_2|^p \, dx
\]

\[
= \int_{\Omega} \frac{\beta \sigma_2}{\sigma_1^{1/(p-1)}} \left( \frac{1}{p') \frac{1}{p^{1/(p-1)}} \right) |B \nabla u_2|^p \, dx.
\]

Note that \( \frac{(1 + \beta)^{p'}}{\beta} \to \infty \) as \( \beta \to \infty \) or \( \beta \to 0 \). So, the function \( \beta \to \frac{(1 + \beta)^{p'}}{\beta} \) attains its minimum at \( \beta = p - 1 \). Thus, we choose \( \beta = p - 1 \) so that from (4), we obtain the required inequality.

Next we consider the unique continuation principle for solutions of the \( p \)-Laplace type equation

\[
\text{div}(\sigma A \nabla u \cdot \nabla u)^{(p-2)/2} A \nabla u) = 0.
\]
The case when $\sigma$ is constant and $A = I$ is well-known due to the work of Alessandrini [1], Bojarski-Iwaniec [8] and Manfredi [31], namely, if $u$ is a solution of the $p$-Laplace equation

$$\text{div}(|\nabla u|^p - 2 / 2 \nabla u) = 0$$

in a planar domain $\Omega \subset \mathbb{R}^2$ and if $u$ is constant in an open subset of $\Omega$, then it is actually constant in the whole domain $\Omega$. The proof of Alessandrini involves a linear equation for $\log |\nabla u|$, whereas the proof of Bojarski-Iwaniec (see also [7, Chapter 16] for a presentation) uses that complex gradients of solutions of the $p$-Laplace equation are quasiregular mappings, and that non-constant quasiregular mappings are discrete and open.

The unique continuation principle holds for solutions of (5) as well at least when the coefficients are Lipschitz, see [6, Proposition 3.3].

**Theorem 2.3.** If $\Omega$ is a domain in $\mathbb{R}^2$, $A \in W^{1,\infty}(\Omega, \mathbb{R}^{n \times n})$ is a symmetric positive definite matrix function and $\sigma \in W^{1,\infty}_+(\Omega)$, and if $u \in W^{1,p}_{\text{loc}}(\Omega)$ is a solution of (5) which is constant in an open nonempty subset of $\Omega$, then $u$ is identically constant in $\Omega$.

In the appendix, for possible later purposes we sketch an alternative proof of Theorem 2.3 for $A = I$ and $\sigma$ Lipschitz continuous, based on the theory of Beltrami equations, following the approach introduced by Bojarski and Iwaniec [8].

**Proof of Theorem 2.1.** We argue by contradiction and suppose that $\sigma_1(x_0) > \sigma_2(x_0)$ for some $x_0 \in \Omega$. Since $\sigma_1$ and $\sigma_2$ are continuous, there exists some open ball $D \subset \Omega$ so that $\sigma_1 - \sigma_2 > 0$ in $D$.

Let $u_2 \in W^{1,p}(\Omega)$ be a solution of

$$\text{div}(\sigma_2 |\nabla u|^p - 2 / 2 \nabla u) = 0$$

with non-constant Dirichlet data $f \in W^{1,p}(\Omega)$ (i.e., $f - C \notin W^{1,p}_0(\Omega)$ for any constant $C$). Using the left hand side of the monotonicity inequality (Lemma 2.2), the assumptions that $\sigma_1 \geq \sigma_2$ and $\Lambda_{\sigma_1} = \Lambda_{\sigma_2}$, and the fact that $\sigma_1^{1/p} - \sigma_2^{1/p} \geq c_0 > 0$ in $D$, we deduce that

$$\int_D |A \nabla u_2 \cdot \nabla u_2|^{p/2} dx \leq 0. \quad (6)$$

Then $|A \nabla u_2 \cdot \nabla u_2|^{p/2} = 0$ a.e. in $D$, and the uniform ellipticity condition for $A$ implies that $\nabla u_2 = 0$ a.e. in $D$, i.e., $u_2$ is constant on $D$. By the unique continuation principle (Theorem 2.3), we know that $u_2$ is constant on $\Omega$. This contradicts the fact that $u_2$ had non-constant Dirichlet data $f$.

**Remark 2.4.** Theorem 2.1 would remain valid in higher dimensions if the unique continuation principle would hold for solutions of (5).
3. Interior uniqueness in higher dimensions

In this section, we will consider interior uniqueness for $p$-Laplace type inverse problems in dimensions $n \geq 3$ (the method also works when $n = 2$). We will show that two conductivities $\sigma_1, \sigma_2$ that satisfy $\sigma_1 \geq \sigma_2$ in $\Omega$ and $\Lambda_{\sigma_1} = \Lambda_{\sigma_2}$ must be identical in $\Omega$, under the additional assumption that one of the conductivities (as well as the matrix $A$) is close to constant.

Our main result reads as follows:

**Theorem 3.1.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded open set with $C^{1,\alpha}$ boundary where $0 < \alpha < 1$, let $1 < p < \infty$, and let $M > 0$. There exists $\varepsilon = \varepsilon(n, p, \alpha, \Omega, M) > 0$ such that for any $\sigma_1, \sigma_2 \in C^{\alpha}(\Omega)$ and for any symmetric positive definite $A \in C^{\alpha}(\Omega, \mathbb{R}^{n \times n})$ satisfying

\[
1/M \leq \sigma_j \leq M \quad \text{in } \Omega,
\]

\[
\|\sigma_j\|_{C^{\alpha}(\overline{\Omega})} + \|A\|_{C^{\alpha}(\overline{\Omega})} \leq M,
\]

\[
\|\sigma_2 - 1\|_{L^\infty(\Omega)} + \|A - I\|_{L^\infty(\Omega)} \leq \varepsilon,
\]

the conditions $\sigma_1 \geq \sigma_2$ in $\Omega$ and $\Lambda_{\sigma_1} = \Lambda_{\sigma_2}$ imply that $\sigma_1 = \sigma_2$ in $\Omega$.

The proof is again based on the monotonicity inequality and the fact that one can find solutions whose critical sets are small (in fact empty). However, since it is not known if the unique continuation principle holds for our equations in dimensions $n \geq 3$, we will construct solutions with nonvanishing gradient by perturbing a linear function $u_0(x) = x_1$ which solves the constant coefficient $p$-Laplace equation

\[
\text{div}(|\nabla u_0|^{p-2}\nabla u_0) = 0 \quad \text{in } \mathbb{R}^n.
\]

Alternatively, one could also perturb the complex geometrical optics or Wolff type solutions of the $p$-Laplace equation considered in [32] which also have nonvanishing gradient.

The first step is to show that if $u_0$ solves $\text{div}(\sigma_0 |A_0 \nabla u_0 \cdot \nabla u_0|^\frac{p-2}{2} \nabla u_0) = 0$ in $\Omega$, and if one perturbs $\sigma_0$ and $A_0$ slightly, then the solution $u_1$ of the perturbed equation will stay close to $u_0$ in $W^{1,p}$ norm if $u_1|_{\partial \Omega} = u_0|_{\partial \Omega}$.

**Lemma 3.2.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded open set, let $1 < p < \infty$, and let $M > 0$. There is $C = C(n, p, \Omega, M)$ such that for any $\sigma_0, \sigma_1 \in L^\infty_+(\Omega)$ and $A_0, A_1 \in L^\infty_+(\Omega, \mathbb{R}^{n \times n})$ satisfying

\[
1/M \leq \sigma_j \leq M, \quad 1/M \leq A_j \leq M \quad \text{a.e. in } \Omega,
\]

one has

\[
\|\nabla u_1 - \nabla u_0\|_{L^p(\Omega)} \leq C\left(\|\sigma_1 - \sigma_0\|_{L^\infty(\Omega)} + \|A_1 - A_0\|_{L^\infty(\Omega)}\right)^{\min\left(1, \frac{p-1}{p}\right)} \|\nabla u_0\|_{L^p(\Omega)}
\]
whenever \( u_0, u_1 \in W^{1,p}(\Omega) \) solve
\[
\text{div}(\sigma_j |A_j \nabla u_j|^{p-2} A_j \nabla u_j) = 0 \quad \text{in} \ \Omega
\]
and satisfy \( u_1 - u_0 \in W^{1,p}_0(\Omega) \).

**Proof.** Consider the expression
\[
I := \int_{\Omega} (|\nabla u_1| + |\nabla u_0|)^{p-2} |\nabla u_1 - \nabla u_0|^2 \, dx.
\]
We will prove the estimate
\[
I \leq C(\|\sigma_1 - \sigma_0\|_{L^\infty} + \|A_1 - A_0\|_{L^\infty}) \|\nabla u_0\|_{L^p}^{p-1} \|\nabla u_1 - \nabla u_0\|_{L^p}.
\] (7)
This implies the statement in the lemma: if \( p \geq 2 \) the triangle inequality gives
\[
\int_{\Omega} |\nabla u_1 - \nabla u_0|^p \, dx \leq \int_{\Omega} (|\nabla u_1| + |\nabla u_0|)^{p-2} |\nabla u_1 - \nabla u_0|^2 \, dx = I
\]
and (7) yields
\[
\|\nabla u_1 - \nabla u_0\|_{L^p} \leq C(\|\sigma_1 - \sigma_0\|_{L^\infty} + \|A_1 - A_0\|_{L^\infty}) \|\nabla u_0\|_{L^p}.
\] (8)
On the other hand, if \( 1 < p < 2 \) we write
\[
\int_{\Omega} |\nabla u_1 - \nabla u_0|^p \, dx = \int_{\Omega} \left[ (|\nabla u_1| + |\nabla u_0|)^{p-2} |\nabla u_1 - \nabla u_0|^2 \right]^{p/2} (|\nabla u_1| + |\nabla u_0|) \frac{2-p}{2} \, dx
\] (9)
and use Hölder’s inequality with exponents \( q = \frac{2}{p} \) and \( q' = \frac{2}{(2 - p)} \) to get
\[
\|\nabla u_1 - \nabla u_0\|_{L^p} \leq I^{p/2} \left( \int_{\Omega} (|\nabla u_1| + |\nabla u_0|)^p \, dx \right)^{\frac{2-p}{2}}
\]
\[
\leq C I^{p/2} (\|\nabla u_1\|_{L^p}^p + \|\nabla u_0\|_{L^p}^p)^{\frac{2-p}{2}}.
\] (10)
One also has \( \|\nabla u_1\|_{L^p} \leq C \|\nabla u_0\|_{L^p} \) (this can be seen by integrating the equation for \( u_1 \) against the test function \( u_1 - u_0 \in W^{1,p}_0(\Omega) \)). Using (7) yields
\[
\|\nabla u_1 - \nabla u_0\|_{L^p} \leq C(\|\sigma_1 - \sigma_0\|_{L^\infty} + \|A_1 - A_0\|_{L^\infty}) \|\nabla u_0\|_{L^p}.
\] (11)
The lemma follows by combining (8) (when \( p \geq 2 \)) and (11) (when \( 1 < p < 2 \)).

It remains to show (7). For any fixed \( x \) (outside a set of measure zero), we may factorize \( A_j = B_j^1 B_j \) so that one has \( |B_j \xi|^2 = A_j \xi \cdot \xi \) and
\[
\frac{1}{M} |\xi|^2 \leq |B_j \xi|^2 \leq M |\xi|^2, \quad \xi \in \mathbb{R}^n.
\]
Using a basic inequality (see e.g. [32, equation (A.4)]) we have, for some \( C = C(n, p, M) \) which may change from line to line and for a.e. \( x, \)

\[
(|\nabla u_1| + |\nabla u_0|)^{p-2} |\nabla u_1 - \nabla u_0|^2 \\
\leq C(|B_1 \nabla u_1| + B_1 \nabla u_0|)^{p-2} |B_1 \nabla u_1 - B_1 \nabla u_0|^2 \\
\leq C(|B_1 \nabla u_1|^{p-2} B_1 \nabla u_1 - |B_1 \nabla u_0|^{p-2} B_1 \nabla u_0) \cdot (B_1 \nabla u_1 - B_1 \nabla u_0) \\
\leq C\sigma_1 (|A_1 \nabla u_1 \cdot \nabla u_1|^{p-2} A_1 \nabla u_1 - |A_1 \nabla u_0 \cdot \nabla u_0|^{p-2} A_1 \nabla u_0) \cdot (\nabla u_1 - \nabla u_0).
\]

Using that \( u_j \) are solutions and \( u_1 - u_0 \in W_0^{1,p}(\Omega) \), it follows that

\[
I \leq C \int_\Omega \sigma_1 (|A_1 \nabla u_1 \cdot \nabla u_1|^{p-2} A_1 \nabla u_1 - |A_1 \nabla u_0 \cdot \nabla u_0|^{p-2} A_1 \nabla u_0) \\
\quad \cdot (\nabla u_1 - \nabla u_0) \, dx \\
= -C \int_\Omega \sigma_1 |A_1 \nabla u_0 \cdot \nabla u_0|^{p-2} A_1 \nabla u_0 \cdot (\nabla u_1 - \nabla u_0) \, dx \\
= -C \int_\Omega (\sigma_1 |A_1 \nabla u_0 \cdot \nabla u_0|^{p-2} A_1 \nabla u_0 - \sigma_0 |A_0 \nabla u_0 \cdot \nabla u_0|^{p-2} A_0 \nabla u_0) \\
\quad \cdot (\nabla u_1 - \nabla u_0) \, dx.
\]

Writing \( \sigma_1 = (\sigma_1 - \sigma_0) + \sigma_0 \) and using the Hölder inequality, we get

\[
I \leq C \|\sigma_1 - \sigma_0\|_{L^\infty} \|\nabla u_0\|_{L^p}^{p-1} \|\nabla u_1 - \nabla u_0\|_{L^p} \\
+ C \bigg| |A_1 \nabla u_0 \cdot \nabla u_0|^{p-2} A_1 \nabla u_0 - |A_0 \nabla u_0 \cdot \nabla u_0|^{p-2} A_0 \nabla u_0\bigg|_{L^p/(p-1)} \\
\times |\nabla u_1 - \nabla u_0|_{L^p}.
\]

Writing \( A_1 \nabla u_0 = (A_1 \nabla u_0 - A_0 \nabla u_0) + A_0 \nabla u_0 \) and using that \( |a_1^{p-2} - a_0^{p-2}| \leq C |a_1 - a_0| \) when \( 1/M \leq a_j \leq M \) (choosing \( a_j = A_j \frac{\nabla u_0}{|\nabla u_0|}, \frac{\nabla u_0}{|\nabla u_0|} \)), we obtain (7). \( \square \)

We now interpolate the \( W^{1,p} \) control of \( u_1 - u_0 \) in Lemma 3.2 with the uniform bounds obtained from the \( C^{1,\beta} \) regularity theory of \( p \)-Laplace type equations to show that \( \nabla u_1 \) is actually close to \( \nabla u_0 \) in \( L^\infty \).

**Lemma 3.3.** Let \( \Omega \subset \mathbb{R}^n, n \geq 2, \) be a bounded open set with \( C^{1,\alpha} \) boundary where \( 0 < \alpha < 1, \) let \( 1 < p < \infty, \) and let \( M > 0. \) There exist \( C > 0 \) and \( \gamma > 0, \) depending on \( n, p, \alpha, \Omega, M, \) such that for any \( \sigma_0, \sigma_1 \in C^\infty(\overline{\Omega}) \) and \( A_0, A_1 \in L^\infty(\Omega, \mathbb{R}^{n \times n}) \) satisfying

\[
1/M \leq \sigma_j, A_j \leq M \text{ in } \Omega, \\
\|\sigma_j\|_{C^{\gamma}(\overline{\Omega})} + \|A_j\|_{C^{\gamma}(\overline{\Omega})}\leq M,
\]

We have
and for any \( f \in C^{1,\alpha}(\overline{\Omega}) \) satisfying
\[
\|f\|_{C^{1,\alpha}(\overline{\Omega})} \leq M,
\]
one has
\[
\|\nabla u_1 - \nabla u_0\|_{L^\infty(\Omega)} \leq C\left(\|\sigma_1 - \sigma_0\|_{L^\infty(\Omega)} + \|A_1 - A_0\|_{L^\infty(\Omega)}\right)\gamma
\]
whenever \( u_0, u_1 \in W^{1,p}(\Omega) \) solve
\[
\text{div}(\sigma_j |A_j\nabla u_j \cdot \nabla u_j|^{\frac{p-2}{2}} A_j\nabla u_j) = 0 \quad \text{in } \Omega
\]
and satisfy \( u_1|_{\partial\Omega} = u_0|_{\partial\Omega} = f|_{\partial\Omega} \).

**Proof.** Under the stated assumptions, the weak solutions \( u_0 \) and \( u_1 \) are \( C^{1,\beta} \) regular up to the boundary, see for instance [28]. More precisely, there exists \( \beta = \beta(n, p, \alpha, \Omega, M) \) with \( 0 < \beta < 1 \) so that \( u_0 \) and \( u_1 \) satisfy
\[
\|u_j\|_{C^{1,\beta}(\Omega)} \leq C \tag{12}
\]
where \( C = C(n, p, \alpha, \Omega, M) \) may change from line to line. Clearly also
\[
\|u_j\|_{W^{1,p}(\Omega)} \leq C.
\]
It follows from Lemma 3.2 that
\[
\|\nabla u_1 - \nabla u_0\|_{L^p(\Omega)} \leq C\left(\|\sigma_1 - \sigma_0\|_{L^\infty(\Omega)} + \|A_1 - A_0\|_{L^\infty(\Omega)}\right)^{\min\left\{\frac{1}{p}-1,1\right\}}.
\]
On the other hand, (12) implies
\[
\|\nabla u_1 - \nabla u_0\|_{C^{\frac{\alpha}{p-1}}(\overline{\Omega})} \leq C.
\]
The lemma follows by interpolating the last two estimates by using Lemma 4.2 in the appendix.

Now we show that the linear function \( u_0(x) = x_1 \) solving
\[
\text{div}(|\nabla u_0|^{p-2} \nabla u_0) = 0 \quad \text{in } \Omega
\]
can be perturbed into a solution of \( \text{div}(\sigma |A\nabla u \cdot \nabla u|^{\frac{p-2}{2}} A\nabla u) = 0 \) having nonvanishing gradient, if \( \sigma \) and \( A \) are sufficiently close to constant.

**Lemma 3.4.** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded open set with \( C^{1,\alpha} \) boundary where \( 0 < \alpha < 1 \), let \( 1 < p < \infty \), and let \( M > 0 \). There exists
\[ \varepsilon = \varepsilon(n, p, \alpha, \Omega, M) > 0 \text{ such that for any } \sigma \in C^\alpha(\overline{\Omega}) \text{ and for any symmetric positive definite } A \in C^\alpha(\overline{\Omega}, \mathbb{R}^{n \times n}) \text{ satisfying} \]
\[ \|\sigma\|_{C^\alpha(\overline{\Omega})} + \|A\|_{C^\alpha(\overline{\Omega})} \leq M, \]
\[ \|\sigma - 1\|_{L^\infty(\Omega)} + \|A - I\|_{L^\infty(\Omega)} \leq \varepsilon, \]
there exists a solution \( u \in C^1(\overline{\Omega}) \) of
\[ \text{div}(\sigma |A\nabla u \cdot \nabla u|^{\frac{p-2}{2}} A\nabla u) = 0 \text{ in } \Omega \]
satisfying \( |\nabla u| \geq 1/2 \text{ in } \Omega. \)

**Proof.** Note that by taking \( \varepsilon \) small enough, one has \( 1/2 \leq \sigma \leq 2, \quad 1/2 \leq A \leq 2 \) in \( \Omega. \)

Choose \( \sigma_1 = \sigma, \quad A_1 = A \) and \( \sigma_0 = 1, \quad A_0 = I, \) and observe that the linear function \( u_0(x) = x_1 \) solves the \( p \)-Laplace equation
\[ \text{div}(\sigma_0 |A_0\nabla u_0 \cdot \nabla u_0|^{\frac{p-2}{2}} A_0\nabla u_0) = 0 \text{ in } \Omega. \]

By Lemma 3.3, there are \( C > 0 \) and \( \gamma > 0 \) so that the solution \( u = u_1 \) of
\[ \text{div}(\sigma_1 |A_1\nabla u \cdot \nabla u|^{\frac{p-2}{2}} A_1\nabla u) = 0 \text{ in } \Omega, \quad u|_{\partial\Omega} = u_0|_{\partial\Omega} \]
satisfies
\[ |\nabla u - \nabla u_0|_{L^\infty(\Omega)} \leq C(\|\sigma - 1\|_{L^\infty(\Omega)} + \|A - I\|_{L^\infty(\Omega)})^\gamma. \]

If \( \varepsilon \) is chosen so that \( C(2\varepsilon)^\gamma \leq 1/2, \) we have
\[ |\nabla u| \geq |\nabla u_0| - |\nabla u - \nabla u_0| \geq 1/2 \text{ in } \Omega. \]

**Proof of Theorem 3.1.** First choose \( \varepsilon \) as in Lemma 3.4, and choose \( u \in W^{1,p}(\Omega) \) so that \( u \) solves
\[ \text{div}(\sigma_2 |A\nabla u \cdot \nabla u|^{\frac{p-2}{2}} A\nabla u) = 0 \text{ in } \Omega \]
and satisfies \( |\nabla u| \geq 1/2 \text{ in } \Omega. \) We now use a similar argument as in the proof of Theorem 2.1. The conditions \( \sigma_1 \geq \sigma_2 \) in \( \Omega \) and \( \Lambda_{\sigma_1} = \Lambda_{\sigma_2} \) together with the monotonicity inequality, Lemma 2.2, imply that
\[ |\nabla u_2|^p = 0 \text{ a.e. in } E \]
for any \( u_2 \) solving \( \text{div}(\sigma_2 |A\nabla u_2 \cdot \nabla u_2|^{(p-2)/2} A\nabla u_2) = 0, \) where \( E = \{ x \in \Omega : \sigma_1(x) > \sigma_2(x) \}. \) If the open set \( E \) were nonempty, one could choose \( u_2 = u \) to obtain a contradiction. Thus \( E \) must be empty and we have \( \sigma_1 = \sigma_2 \) in \( \Omega. \)
4. Appendix. Auxiliary results

In this appendix, we first prove a result related to the decomposition of a positive definite matrix having continuous entries and then state an interpolation result. Finally we finish this section by recalling a proof of the unique continuation principle for the weighted $p$-Laplace equation in the plane.

4.1. Matrix decomposition

**Lemma 4.1.** Let $A \in C(\Omega, \mathbb{R}^{n \times n})$ be an $n \times n$ symmetric positive definite matrix function. Then there exists a matrix function $B \in C(\Omega, \mathbb{R}^{n \times n})$ such that $A = B^\top B$.

**Proof.** Consider the following inner product and norm on $\mathbb{R}^n$ defined for $x \in \Omega$,

$$\langle v, w \rangle_{A(x)} = A(x)v \cdot w, \quad |v|_{A(x)} = (A(x)v \cdot v)^{1/2}, \quad v, w \in \mathbb{R}^n.$$  

We apply the Gram-Schmidt orthonormalization procedure to the standard basis $\{e_1, \ldots, e_n\}$ of $\mathbb{R}^n$ with respect to this inner product. Define

$$w_1(x) = e_1, \quad v_1(x) = w_1/|w_1|_{A(x)},$$

and if $k \geq 2$ define inductively

$$w_k(x) = e_k - \langle e_k, v_1(x) \rangle_{A(x)}v_1(x) - \cdots - \langle e_k, v_{k-1}(x) \rangle_{A(x)}v_{k-1}(x),$$

$$v_k(x) = w_k(x)/|w_k(x)|_{A(x)}.$$  

Now $v_1(x) = e_1/\sqrt{a_{11}(x)}$ is a continuous vector function in $x$, and inductively one sees that each $v_k(x)$ is also continuous in $x$. Here it is crucial that $A(x)$ is positive definite and that $\{e_1, \ldots, e_n\}$ are linearly independent, so the denominators $|w_k(x)|_{A(x)}$ are positive and continuous.

The above process leads to a basis $\{v_1(x), \ldots, v_n(x)\}$ of $\mathbb{R}^n$ which is orthonormal in the $A(x)$ inner product, i.e., $A(x)v_j(x) \cdot v_k(x) = \delta_{jk}$. Then $V(x) = (v_1(x) \ldots v_n(x))$ is a matrix function in $C(\Omega, \mathbb{R}^{n \times n})$ and satisfies

$$V(x)^\top A(x)V(x) = I.$$  

Linear independence implies that $\det(V(x)) \neq 0$ for all $x \in \Omega$. It follows that the matrix $B(x) = V(x)^{-1}$ is in $C(\Omega, \mathbb{R}^{n \times n})$ and satisfies $B(x)^\top B(x) = A(x)$ in $\Omega$. \qed

4.2. Interpolation

**Lemma 4.2.** Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n, n \geq 2$, let $0 < \beta < 1$, and let $1 < p < \infty$. For any $\theta \in (\frac{n}{\beta n/p}, 1]$ there is $C > 0$ such that whenever
\( f \in C^\beta(\Omega) \) satisfies
\[
\|f\|_{L^p(\Omega)} \leq M_0, \\
\|f\|_{C^\beta(\Omega)} \leq M_1,
\]
then
\[
\|f\|_{L^\infty(\Omega)} \leq CM_1^{1-\theta}M_1^\theta.
\]

**Proof.** Recall that, for \( 0 < \beta < 1 \), the Hölder space \( C^\beta(\Omega) \) is precisely the Besov space \( B^\beta_{\infty\infty}(\Omega) \). We also denote by \( W^{s,p}(\Omega) \) the \( L^p \) Sobolev space with smoothness index \( s \).

By the results in [33, Section 23], whenever \( \varepsilon > 0 \) and \( 2 \leq q < \infty \) one has the continuous embeddings (which in fact hold for any bounded domain \( \Omega \), not necessarily Lipschitz):
\[
B^\beta_{\infty\infty}(\Omega) \subset B^{\beta-\varepsilon}_q(\Omega) \subset F^{\beta-\varepsilon}_{q^2}(\Omega) = W^{\beta-\varepsilon,q}(\Omega).
\]

Thus we see that
\[
\|f\|_{W^{0,p}(\Omega)} \leq M_0, \\
\|f\|_{W^{\beta-\varepsilon,q}(\Omega)} \leq CM_1^\varepsilon.
\]

By complex interpolation [34, Theorem 2.13], we obtain for any \( 0 \leq t \leq 1 \) that
\[
\|f\|_{W^{s,t,q}(\Omega)} \leq M_1^{1-t}(CM_1)^t
\]
where \( s_t = t(\beta - \varepsilon) \) and \( \frac{1}{r_t} = (1-t)\frac{1}{p} + t\frac{1}{q} \).

Now fix \( \theta \) with \( \frac{n/p}{\beta+n/p} < \theta \leq 1 \), and fix \( \varepsilon > 0 \) and \( 2 \leq q < \infty \) so that \( \theta(\beta - \varepsilon) > \frac{n}{p} \) where \( \frac{1}{r} = (1-\theta)\frac{1}{p} + \theta\frac{1}{q} \) (this condition is equivalent with \( \theta(\beta - \varepsilon + \frac{n}{p} - \frac{n}{q}) > \frac{n}{p} \), and such \( \varepsilon \) and \( q \) exist since \( \theta > \frac{n/p}{\beta+n/p} \)). Choosing \( t = \theta \) above and using the continuous embedding \( W^{s_t,r_t}(\Omega) \subset L^\infty(\Omega) \), which follows from [33, Section 23] since \( s_\theta > n/r_\theta \), we get
\[
\|f\|_{L^\infty(\Omega)} \leq CM_1^{1-\theta}(CM_1)^\theta
\]
as required. (After the initial embeddings, one could also use the universal extension operator for Lipschitz domains [34, Theorem 2.11] and work in \( \mathbb{R}^n \).)

## 4.3. Unique continuation principle for weighted \( p \)-harmonic functions in the plane

In this subsection, we sketch a proof of the unique continuation principle for the weighted \( p \)-Laplace equation
\[
\text{div}(\sigma|\nabla u|^{p-2} \nabla u) = 0
\]
in a bounded domain $\Omega \subset \mathbb{R}^2$ following [8]. This result is also a special case of [6, Proposition 3.3]. Indeed, according to a very recent work of [19], even the strong unique continuation principle holds for the solutions of (13). Assume that $\sigma$ is positive and Lipschitz continuous in $\Omega$.

We first consider the case $p \geq 2$. Let us define a vector field $F : \Omega \to \mathbb{R}^2$ by

$$F(x) = \sigma^{p/2} |\nabla u(x)|^{(p-2)/2} \nabla u(x),$$

where $u$ satisfies (13). Then it follows from [8, Proof of Proposition 2] that $F \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^2)$.

We write $f = \sigma u_x - i\sigma u_y$ for the complex gradient of $u$ in the complex plane, where $z = x + iy$, and define the nonlinear counterparts of the complex gradient $f$ by $F_a = |f|^a f, a > -1$. In the following computations, we will derive the nonlinear first order elliptic system for $F$, that is $F_a$ with $a = (p - 2)/2$.

From the definition of $f$ and $F_a$, we have

$$2u_x = \frac{1}{\sigma} |F_a|^{-\frac{1}{a+1}} (F_a + F_a^a),$$

and

$$2u_y = i \frac{1}{\sigma} |F_a|^{-\frac{1}{a+1}} (F_a - F_a^a).$$

Therefore from the above equalities we have,

$$\frac{\partial}{\partial y} \left[ \frac{1}{\sigma} |F_a|^{-\frac{1}{a+1}} (F_a + F_a^a) \right] = i \frac{\partial}{\partial x} \left[ \frac{1}{\sigma} |F_a|^{-\frac{1}{a+1}} (F_a - F_a^a) \right].$$

This is equivalent to

$$\text{Im} \frac{\partial}{\partial z} \left( \frac{1}{\sigma} |F_a|^{-\frac{1}{a+1}} F_a \right) = 0. \quad (14)$$

Note that, for $a = (p - 2)/2$, $F_a$ is differentiable almost everywhere and so (14) reduces to the complex equation

$$\frac{\partial}{\partial z} F_a - \frac{\partial}{\partial \bar{z}} F_a = -\frac{a}{a+2} \left[ F_a \frac{\partial F_a}{\partial z} - F_a \frac{\partial F_a}{\partial \bar{z}} \right]$$

$$+ \frac{2a+2}{a+2} \left[ F_a \frac{\partial}{\partial z} \left( \frac{1}{\sigma} \right) - F_a \frac{\partial}{\partial \bar{z}} \left( \frac{1}{\sigma} \right) \right]. \quad (15)$$

On the other hand, since $u$ satisfies weighted $p$-Laplacian equation

$$\nabla \cdot (\sigma |\nabla u|^{p-2} \nabla u) = 0,$$

we have

$$\nabla \cdot \left[ \frac{1}{\sigma^{p-2}} |F_a|^{\frac{p-2-a}{a+1}} (F_a + F_a^a, i(F_a - F_a^a)) \right] = 0,$$
which is equivalent to the equation

\[
\frac{\partial}{\partial x} \left\{ \frac{1}{\sigma^{p-2}} |F_a|^{\frac{p-2}{p+1}} (F_a + F_a) \right\} + i \frac{\partial}{\partial y} \left\{ \frac{1}{\sigma^{p-2}} |F_a|^{\frac{p-2}{p+1}} (F_a - F_a) \right\} = 0.
\]

Using the complex notation we can write

\[
\text{Re} \frac{\partial}{\partial \bar{z}} \left( \frac{1}{\sigma^{p-2}} |F_a|^{\frac{p-2}{p+1}} F_a \right) = 0.
\]

For \(a = (p-2)/2\), \(F_a\) is differentiable almost everywhere and so the last equation can be written as

\[
\frac{\partial}{\partial \bar{z}} F_a = \frac{q_1}{2} \frac{\partial}{\partial z} F + \frac{q_2}{2} \frac{\partial}{\partial z} F + H(z, F),
\]

where

\[
q_1 = -\frac{1}{2} \left( \frac{p-2}{p+2} + \frac{p-2}{3p-2} \right) \frac{F}{F},
\]

\[
q_2 = -\frac{1}{2} \left( \frac{p-2}{3p-2} - \frac{p-2}{p+2} \right) \frac{F}{F}
\]

and

\[
H(z, F) = a \frac{p}{p+2} \left[ F \frac{\partial}{\partial z} \left( \frac{1}{\sigma} \right) - F \frac{\partial}{\partial z} \left( \frac{1}{\sigma} \right) \right] - \sigma^{p-2} \frac{p}{3p-2} \left[ F \frac{\partial}{\partial z} \left( \frac{1}{\sigma^{p-2}} \right) + F \frac{\partial}{\partial z} \left( \frac{1}{\sigma^{p-2}} \right) \right].
\]

It is easy to check that \(|q_1| + |q_2| < 1\) and \(|H(z, F)| \leq q_3 |F|\) with \(q_3 \in L^{\infty}\).

Under these structure assumptions for \(q_1\), \(q_2\) and \(q_3\), by [9, Section 8.4], the solution of (17) can be represented as

\[
F(z) = H(\chi(z))e^{\phi(z)},
\]

where \(H\) is analytic, \(\chi\) is quasiconformal and \(\varphi\) is Hölder continuous in \(\Omega\) with \(\varphi, \varphi \in L^q(\Omega)\) for some \(q > 2\). Write \(R(\xi) = |\xi|^{\frac{p+2}{2p}} \xi\) and it is clear that

\[
F_a(z) = R \circ F_{(p-2)/2} = |H(\chi(z))|^{\beta} H(\chi(z))e^{(\beta+1)\varphi(z)}.
\]
Note that the function \( G_\beta := |H(\chi(z))|^{\beta} H(\chi(z)) \) is quasiregular as being the composition of a quasiregular mapping with an analytic function.

Suppose now \( u \) is constant on an open subset of \( \Omega \), then \( F_a \) will vanish on that open subset, which together with the observation that \( e^{(\beta+1)\varphi(z)} \) is non-zero, implies that \( G_\beta \) is zero on that open subset. Since \( G_\beta \) is quasiregular, it is either constant or both discrete and open, and \( G_\beta \) being zero in an open subset of \( \Omega \) necessarily forces \( G_\beta \) to be zero everywhere in \( \Omega \). This implies that \( F_a \equiv 0 \) in \( \Omega \) and hence \( u \) is identically constant in \( \Omega \).

The case \( p \in (1, 2) \) can be treated identically as above, provided that we are able to show \( F \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^2) \). Note that since the regularity is a local issue, we may assume that \( \Omega \) is a simply connected bounded domain. As in [7, Page 426-427], this can be done by a very elegant argument involving the weighted dual \( q \)-harmonic equation, where \( \frac{1}{p} + \frac{1}{q} = 1 \). Namely, there exists a weighted \( q \)-harmonic function \( v \in W^{1,q}_{\text{loc}}(\Omega) \) satisfying

\[
\text{div}(\sigma^{1-q}\nabla v|^{q-2}\nabla v) = 0
\]

such that \( v_x = -\sigma^{1-q}u_x \) and \( v_y = \sigma^{1-q}u_y \). Since \( q > 2 \) and \( \sigma^{1-q} \) is positive and Lipschitz, it follows again from [8, Proof of Proposition 2] that \( |\nabla v|^{(q-2)/2}\nabla v \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^2) \) and so \( F \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^2) \) as desired.
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