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1. Introduction

The question of the continuity properties of the Lyapunov exponents of a linear
differential system under perturbation of the coefficient matrix is of intrinsic
interest and is of importance in various applications. Many important results
concerning this theme are due to the “Moscow school” centered around the
Nemytskii seminar; we mention some representative papers ([3, 4, 26]) and
refer especially to the book [5] by Bylov-Vinograd-Grobman-Nemytskii. In
the works of the Moscow school, attention is not restricted to the Lyapunov
exponents; other quantities such the upper and lower characteristic indexes and
the Bohl exponent are also studied in a systematic way, both from the point of
view of continuity and from that of intrinsic properties.

More recent work of Bochi-Viana [2] and of Bessa [1] permits one to make
statements concerning the discontinuity of the Lyapunov exponents of certain
topological/ergodic families of linear systems. The paper [1] adapts to the
continuous setting certain important results of [2] for discrete cocycles. The
basic object of study in [1, 2] is the set of Lyapunov exponents determined
by the Oseledets theorem relative to a discrete or continuous cocycle and an
ergodic measure defined on a compact metric flow. Generally speaking, it is
shown that, if the cocycle does not admit a dominated splitting (a.k.a. an
exponential separation), and if the Lyapunov exponents are not all equal, then
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those exponents do not vary continuously under C0-perturbation of the cocycle.
See also ([28, 30]) for results in this vein.

In a somewhat different vein, Furman [14] studied the case of a discrete
cocycle over a strictly ergodic flow. He considered the time averages which
define the maximal Lyapunov exponent of the cocycle; that exponent is well-
defined by the subadditive ergodic theorem. He shows that, if the cocycle has
dimension d = 2, and if the time averages converge uniformly with respect to
the phase point of the flow, then the maximal Lyapunov exponent varies con-
tinuously if the cocycle is perturbed. If in addition the flow is equicontinuous,
then the converse statement holds as well.

In the present paper, our point of departure is similar to that of [14], though
we work with the usual Lyapunov exponents and not with the maximal expo-
nent. We assume that, for each phase point in the flow, each Lyapunov expo-
nent is defined by a true limit (and not by a non-convergent limit superior).
Let d ≥ 2 be the dimension of the cocycle. We show that, if the flow is minimal,
and if the Oseledets spectrum of the cocycle is simple (i.e., consists of d dis-
tinct numbers), then the cocycle has the discrete spectrum property of Sacker
and Sell. If d = 2, we do not need to assume that the Oseledets spectrum is
simple (but need slightly more information concerning the limits defining the
Lyapunov exponents). We are able to strengthen the continuity result of [14]
in the sense that the compact metric flow is minimal but need not be strictly
ergodic.

We wish to emphasize that our results will be proved by using quite classi-
cal techniques in the theory of linear differential and discrete systems. These
include the method of Krylov and Bogoliubov for constructing invariant mea-
sures, and the Lyapunov-Perron triangularization procedure. We will also
adapt a small part of that proof of the Oseledets theorem which is based on
those methods. Beyond that, we will apply some specific results, including
an ergodic oscillation result of [16], and two statements of [10] which concern
smoothing of real cocycles and the untwisting of invariant vector bundles.

The paper is organized as follows. In Section 2 we prepare the ground by
recalling the statement of the Oseledets theorem, and some elements of the
spectral theory of Sacker and Sell for linear cocycles. In Section 3 we work out
some consequences, regarding the continuity of Lyapunov exponents, of the
hypothesis that a cocycle Φ have discrete spectrum. These results are (mostly)
known, but perhaps not well -known.We also discuss a specific situation in
which the results of [1, 2] imply the discontinuity of the Lyapunov exponents
under a C0-perturbation of the cycle.

In Section 4 we present our main result. We show that, if Φ is a cocycle over
a compact minimal flow of dimension d = 2, and if the time averages which
define its Lyapunov exponents all converge, then Φ has discrete spectrum. If
the dimension d of Φ is greater than two, we encounter technical problems
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when attempting to prove the above result. We are, however, able to prove a
theorem which has the following corollary. Suppose that (Ω, {τt}) is strictly
ergodic with unique ergodic measure µ. Suppose that the cocycle Φ has simple
Oseledets spectrum with respect to µ. Finally, suppose that the time averages
which define the Lyapunov exponents of Φ all converge. Then Φ has discrete
spectrum, and in fact the Sacker-Sell spectrum of Φ is simple. In classical
language, this means that Φ has the Lillo property [23].

We finish this Introduction by listing some notational conventions which
will be in force throughout the paper. First, the brackets 〈 , 〉 will indicate
the Euclidean inner product on Rd. Second, the symbol | · | will denote a norm
whose significance will be clear from the context if it is not explicitly defined.
Third, we let GL(Rd) denote the set of invertible d × d matrices. Fourth, we
let L(Rd) denote the set of all d × d real matrices with the operator norm: if
A ∈ L(Rd), then |A| = sup{|Ax| | x ∈ Rd, |x| = 1}.

2. Preliminaries

In this section, we introduce basic concepts and results, and express in a precise
way the issue to be discussed in this paper.

Let Ω be a compact metric space, and let T be either the reals (T = R) or
the integers (T = Z). For each t ∈ T , let τt : Ω → Ω be a continuous map. We
say that the family {τt | t ∈ T} defines a topological flow on Ω if the following
conditions are satisfied:

(i) τ0(ω) = ω for all ω ∈ Ω;

(ii) τt ◦ τs = τt+s for all t, s ∈ T ;

(iii) the map τ : Ω× T → Ω : (t, ω) 7→ τt(ω) is continuous.

It is clear that, if these conditions are satisfied, then for each t ∈ T , the map
τt : Ω → Ω is a homeomorphism and (τt)−1 = τ−t (t ∈ T ). If T = Z, then the
topological flow {τt | t ∈ Z} is generated by τ1, in the sense that τn = (τ1)n

if n > 0 and τn = (τ−1)−n if n < 0. We will refer to a pair (Ω, {τt | t ∈ T})
consisting of a compact metric space Ω and a flow {τt | t ∈ T} on Ω as a
compact metric flow.

Important examples of flows are obtained via the following construction.
Let Tg = Rg/Zg be the g-dimensional torus, and let γ1, . . . , γg be rationally
independent numbers. Let θ1, . . . , θg be 1-periodic coordinates on Tg. If T = R
or Z, set τt(θ1, . . . , θg) = (θ1 + tγ1, . . . , θg + tγg) (t ∈ T ). Then {τt | t ∈ T} is
a flow on Tg, called a Kronecker flow.

A compact metric flow (Ω, {τt}) is called minimal or Birkhoff recurrent if
Ω is nonempty and for each ω ∈ Ω, the orbit {τt(ω) | t ∈ T} is dense in Ω. A
Kronecker flow as defined above on Ω = Tg is minimal. Actually a Kronecker
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flow satisfies a stronger property, namely that of Bohr almost periodicity : thus,
in addition to minimality, there is a metric d on Ω, which is compatible with
its topology, such that d(τt(ω1), τt(ω2)) = d(ω1, ω2) for all points ω1, ω2 ∈ Ω
and all t ∈ T . Clearly the Euclidean metric d on Ω = Tg satisfies this last
condition.

Let (Ω, {τt}) be a compact metric flow, and let µ be a regular Borel prob-
ability measure on Ω (thus in particular µ(Ω) = 1). The measure µ is called
{τt}-invariant if µ(τt(B)) = µ(B) for each Borel set B ⊂ Ω and t ∈ T . An in-
variant measure µ is called ergodic if it satisfies the following indecomposibility
condition: whenever B ⊂ Ω is a Borel set and µ(τt(B)∆B) = 0 for all t ∈ T ,
there holds µ(B) = 0 or µ(B) = 1 (∆ = symmetric difference of sets).

A classical construction of Krylov and Bogoliubov ([20, 29]) shows that a
compact metric flow (Ω, {τt}) always admits an ergodic measure µ. If (Ω, {τt})
is minimal and admits exactly one ergodic measure, then it is called strictly
ergodic. A Kronecker flow {τt} on Ω = Tg is strictly ergodic: the unique ergodic
measure is the normalized Haar measure on Tg.

Next we discuss cocycles. A T -cocycle over a compact metric flow (Ω, {τt})
with values in the general linear group GL(Rd) is a continuous map Φ : Ω×T →
GL(Rd) such that:

(i) Φ(ω, 0) = I= identity for all ω ∈ Ω;

(ii) Φ(ω, t + s) = Φ(τt(ω), s)Φ(ω, t) for all ω ∈ Ω and t, s ∈ T .

One obtains an important class of real cocycles (T = R) from appropriate
families of linear nonautonomous differential systems. Let (Ω, {τt}) be a com-
pact metric real flow, and let A : Ω → L(Rd) be a continuous function. Let
Φ(ω, t) be the fundamental matrix solution of the ODE

dx

dt
= A(τt(ω))x (x ∈ Rd); (1ω)

thus Φ(ω, 0) = I and
d

dt
Φ(ω, t) = A(τt(ω))Φ(ω, t) for all ω ∈ Ω and t ∈ T = R.

It can be checked that Φ is a real cocycle.
Actually the general real cocycle can be obtained in this way, up to “coho-

mology”. We explain this. Let (Ω, {τt}) be a compact metric real flow, and
let Ψ : Ω × R → GL(Rd) be a real cocycle. Then there exist continuous func-
tions A : Ω → L(Rd) and F : Ω → GL(Rd) such that, if Φ(ω, t) is the cocycle
generated by the family (1ω) corresponding to A(·), then

Ψ(ω, t) = F (τt(ω))Φ(ω, t)F (ω)−1 (ω ∈ Ω, t ∈ R).

See [10] for a proof; in fact one defines F (ω) =
1
ε

∫ ε

0

Φ(ω, s)ds for sufficiently

small ε. The function F is called a cohomology between Ψ and Φ. It turns out
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that the properties of a real cocycle which are of interest to us are preserved
under a cohomology. So we will always be able to assume that the real cocycles
which we study are derived from a family (1ω) of linear differential systems in
the manner described above.

An integer cocycle (T = Z) is obtained from a nonautonomous difference
equation, as follows. Set A(ω) = Φ(ω, 1), τ(ω) = τ1(ω), and consider

xn+1 = A(τn(ω))xn (n ∈ Z, x ∈ Rd). (2ω)

Then the family of difference equations (2ω) generates the cocycle Φ in the
sense that

Φ(ω, n) = A(τn−1(ω)) . . . A(ω) n > 0,

Φ(ω, 0) = I,

Φ(ω, n) = A−1(τn−1(ω)) . . . A−1(τ−1(ω)) n < 0

for all ω ∈ Ω. Note that an integer cocycle Φ(ω, n) is determined once Φ(ω, 1)
is known.

Next let T = R or Z, and let (Ω, {τt}) be a compact metric flow. Let
Φ : Ω × T → GL(Rd) be a cocycle. We recall the definition and some basic
properties of the Lyapunov exponents of Φ. Fix ω ∈ Ω. For each 0 6= x ∈ Rd,
let

β(ω, x) = lim sup
t→∞

1
t

ln |Φ(ω, t)x|.

The number β(ω, x) is called a Lyapunov exponent of Φ at ω. It is well-known
that, as x varies over Rd \ {0}, β(ω, x) takes on only finitely many values, say
β1(ω) ≤ β2(ω) ≤ · · · ≤ βs(ω) where 1 ≤ s ≤ d. Moreover, for each 1 ≤ r ≤ s,
one has that Wr(ω) = {0} ∪ {0 6= x ∈ Rd | β(ω, x) ≤ βr(ω)} is a vector
subspace of Rd. One says that {0} = W0(ω) ⊂ W1(ω) ⊂ · · · ⊂ Ws(ω) = Rd is
the filtration associated to Φ at ω. Set d1 = dim W1(ω), . . . , dr = dim Wr(ω)−
dim Wr−1(ω) (2 ≤ r ≤ s); the integer dr is called the multiplicity of βr(ω)
(1 ≤ r ≤ s).

Continuing the discussion, we now define the upper Lyapunov exponent of
Φ at ω to be

β∗(ω) = lim sup
t→∞

1
t

ln |Φ(ω, t)|.

It is clear that βs(ω) ≤ β∗(ω) for each ω ∈ Ω. According to the regularity theory
of Lyapunov [24], one has the following. Let dr be the multiplicity of βr(ω)

(1 ≤ r ≤ s), and suppose that d1β1(ω)+ · · ·+dsβs(ω) = lim inf
t→∞

1
t

ln detΦ(ω, t).

Then βs(ω) = β∗(ω), and the limit lim
t→∞

1
t

ln |Φ(ω, t)x| exists for each 0 6= x ∈
Rd. One says that Φ is regular at ω. The regularity concept is important in
the study of the stability of x = 0 relative to nonlinear perturbations of Φ.
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There is a considerable body of Russian literature concerning the theory
of the Lyapunov exponents, as well as other exponents related to a T -cocycle,
namely the central exponents and the Bohl exponents. We will not discuss
these important concepts, but refer the reader to [5].

It is useful to consider the Lyapunov exponents associated with the exterior
products of the cocycle Φ. For this, let Λ1Rd ∼= Rd, Λ2Rd, . . . ,ΛdRd ∼= R be
the exterior product spaces of Rd. These spaces have natural inner products
and norms induced by the Euclidean inner product and Euclidean norm in Rd;
(see [13, Chapter 1]). The cocycle Φ induces a cocycle with values in GL(Rd)
for each 1 ≤ k ≤ d, via the formula ΛkΦ(ω, t)(x1 ∧ · · · ∧ xk) = Φ(ω, t)x1 ∧
· · · ∧ Φ(ω, t)xk. Each of these cocycles admits Lyapunov exponents which are
analogues of these introduced above for Φ. In this paper, we will only make
use of the upper Lyapunov exponents of these cocycles, which are determined
as follows

λk(ω) = lim sup
t→∞

1
t

ln |ΛkΦ(ω, t)| (ω ∈ Ω, 1 ≤ k ≤ d).

Of course, λ1(ω) = β∗(ω) and λk(ω) = lim sup
t→∞

1
t

ln det Φ(ω, t).

Let us state a corollary of a result of Ruelle ([36, Proposition 1.3]).

Proposition 2.1. Let T = R or Z, let (Ω, {τt}) be a compact metric flow, and
let Φ : Ω × T → GL(n, R) be a T -cocycle. Let ω ∈ Ω. Suppose that, for each
k = 1, 2, . . . , d, the following limit exists:

lim
t→∞

1
t

ln |Λk(ω, t)| = λk(ω).

Let β1(ω) < . . . < βs(ω) be the Lyapunov exponents of Φ at ω, and let {0} =
W0(ω) ⊂ W1(ω) ⊂ · · · ⊂ Ws(ω) = Rd be the corresponding filtration. Then if
1 ≤ r ≤ s and if 0 6= x ∈ Wr(ω) \Wr−1(ω), one has

lim
t→∞

1
t

ln |Φ(ω, t)x| = βr(ω) (1 ≤ r ≤ s).

Thus the limit lim
t→∞

1
t

ln |Φ(ω, t)x| exists for each 0 6= x ∈ Rd.

We now recall certain results concerning T -cocycles, namely the Oseledets
theorem [31] and the spectral theorem of Sacker and Sell [38].

Theorem 2.2 (Oseledets). Let T = R or Z, let (Ω, {τt}) be a compact metric
flow, and let µ be a {τt}-ergodic measure on Ω. Let Φ : Ω × T → GL(Rd)
be a T -cocycle over (Ω, {τt}). If ω ∈ Ω, let β1(ω), . . . , βs(ω) be the Lyapunov
exponents of Φ at ω.
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There is a {τt}-invariant µ-measurable subset Ω1 ⊂ Ω with µ(Ω1) = 1, such
that, if ω ∈ Ω1, then Rd admits a direct sum decomposition

Rd = V
(m)
1 (ω)⊕ V

(m)
2 (ω)⊕ · · · ⊕ V (m)

s (ω),

such that the following statements are valid. First, if 0 6= x ∈ V
(m)
r (ω), then

lim
t→±∞

1
t

ln |Φ(ω, t)x| = βr(ω);

note the two-sidedness of the limit. The dimension of V
(m)
r (ω) equals the mul-

tiplicity dr of βr(ω). Second, the number s and the multiplicities d1, . . . , ds do
not depend on ω ∈ Ω1, and moreover βr(ω) is constant on Ω1 (1 ≤ r ≤ s).
Third, the correspondence ω 7→ V

(m)
r (ω) is µ-measurable in the Grassmann

sense (1 ≤ r ≤ s). Fourth, the “measurable bundle”

V (m)
r =

⋃
ω∈Ω1

{
(ω, x) | x ∈ V (m)

r (ω)
}

is Φ invariant in the sense that, if ω ∈ Ω1, t ∈ T and x ∈ V
(m)
r (ω), then

(τt(ω),Φ(ω, t)x) ∈ V
(m)
r .

This is not the most general form of the Oseledets theorem but it will be
sufficient for our purposes. We note that the “µ-measurability” of ω 7→ V

(m)
r (ω)

has the following meaning. – For each ω ∈ Ω1, V
(m)
r (ω) defines an element of

the Grassmannian manifold Gr(d, dr) of dr-dimensional subspaces of Rd; the
mapping Ω1 7→ Gr(d, dr) : ω 7→ V

(m)
r (ω) is µ-measurable. – The numbers

β1 < . . . < βs, which do not depend on ω ∈ Ω1, are collectively referred to as
the Oseledets spectrum or µ-spectrum of Φ.

The Oseledets theorem is a basic result in the theory of real or discrete
cocycles. It has been proved using two distinct approaches. One method of
proof uses the triangularization technique of Lyapunov-Perron; see [18, 31].
The other approach makes use of the subadditive ergodic theorem of Kingman
[15, 36]. Both methods offer advantages and important information.

Next we review some aspects of the Sacker-Sell spectral theory, which taken
together can be thought of as a continuous analogue of the Oseledets theory.
First recall that a T -cocycle Φ over a compact metric flow (Ω, {τt}) is said to
have an exponential dichotomy if there are positive constants k > 0, γ > 0 and
a continuous, projection-valued function ω 7→ Pω = P 2

ω : Ω → L(Rd) such that
the following estimates hold:

|Φ(ω, t)PωΦ(ω, s)−1| ≤ ke−γ(t−s) t ≥ s

|Φ(ω, t)(I − Pω)Φ(ω, s)−1| ≤ keγ(t−s) t ≤ s
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for all ω ∈ Ω and t, s ∈ T .
The following basic theorem was proved by Sacker-Sell [37] and Selgrade [39].

Recall that a compact metric flow (Ω, {τt}) is said to be chain recurrent [7] if
for each ω ∈ Ω, ε > 0 and T > 0, there are points ω = ω0, ω1, . . . , ωN = ω
and times t1 > T, . . . , tN > T such that d(τti

(ωi−1), ωi) ≤ ε (1 ≤ i ≤ N). A
minimal flow (Ω, {τt}) is chain recurrent.

Theorem 2.3. Suppose that the compact metric flow (Ω, {τt}) is chain recur-
rent, where t ∈ T = R or Z. Let Φ : Ω× T → GL(Rd) be a T -cocycle. Suppose
that, for each ω ∈ Ω, the condition sup

t∈T
|Φ(ω, t)x| < ∞ implies that x = 0;

i.e., the cocycle Φ admits no nontrivial “bounded orbits”. Then Φ admits an
exponential dichotomy over Ω.

Let us define the dynamical (or Sacker-Sell ) spectrum σΦ of the T -cocycle
Φ over the compact metric flow (Ω, {τt}) to be {λ ∈ R | the translated cocycle
eλtΦ(ω, t) does not admit an exponential dichotomy over Ω}. Let us also recall
that a compact metric flow (Ω, {τt}) is said to be invariantly connected [21] if Ω
cannot be expressed as the union of two nonempty disjoint compact invariant
subsets. We state the spectral theorem of Sacker-Sell.

Theorem 2.4 ([38]). Let (Ω, {τt}) be a compact metric invariantly connected
flow, where T = R or Z. Let Φ : Ω × T → GL(Rd) be a T -cocycle. Then
the dynamical spectrum σΦ of Φ is a disjoint union of finitely many compact
intervals:

σΦ = [a1, b1] ∪ [a2, b2] ∪ · · · ∪ [aq, bq]

where 1 ≤ q ≤ d and −∞ < a1 ≤ b1 < a2 ≤ . . . < aq ≤ bq < ∞. To each
interval [ap, bp] there corresponds a Φ-invariant topological vector subbundle
V

(c)
p ⊂ Ω× Rd with the property that

(ω, x) ∈ V
(c)
p and x 6= 0~w�

ap ≤ lim inft→∞
1
t

ln |Φ(ω, t)x| ≤ lim supt→∞
1
t

ln |Φ(ω, t)x| ≤ bp

and

ap ≤ lim inft→−∞
1
t

ln |Φ(ω, t)x| ≤ lim supt→−∞
1
t

ln |Φ(ω, t)x| ≤ bp

(1 ≤ p ≤ q).

One has further

Ω× Rd = V
(c)
1 ⊕ V

(c)
2 ⊕ · · · ⊕ V (c)

q (Whitney sum).
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We will emphasize the following concept:

Definition 2.5. Let T = R or Z, let (Ω, {τt}) be a compact metric flow, and let
Φ be a T -cocycle over (Ω, {τt}). Suppose that (Ω, {τt}) is invariantly connected.
Then Φ is said to have discrete spectrum if each spectral interval [ap, bp] reduces
to a point: ap = bp for each 1 ≤ p ≤ q.

The discrete spectrum concept is related to but weaker than that of the
“Lillo property” [23]. See [19] in this regard.

In Section 3, we will state and prove some results to the effect that, if a
T -cocycle Φ has discrete spectrum, then its Lyapunov exponents vary contin-
uously under perturbation of Φ. We claim no particular originality for these
results as many statements of this type appear in the literature; e.g., [4, 26]. We
do wish to emphasize our use of the Krylov-Bogoliubov method in our proofs,
and the fact that one result (Proposition 3.4) appears to be more general than
most. We also note that quite recent papers [1, 2, 14] have taken up the theme
of the continuity of Lyapunov exponents, so it may not be inappropriate if we
do so as well.

In Section 4, we give conditions which are sufficient in order that a cocycle
Φ have discrete spectrum. One of our results (Theorem 4.4) generalizes a result
of Furman [14] when d = 2.

To our knowledge, the connection between the expressibility of β(ω, x) as
a limit for all ω ∈ Ω, 0 6= x ∈ Rd, and the discrete spectrum property has
not received much attention in the literature. However that may be, the said
connection has turned out to be important in the spectral theory of quasi-
crystals. In this context d = 2. For example, in the paper [8] by Damanik-
Lenz, the authors use the so-called avalance principle and detailed properties

of certain strictly ergodic shift flows to verify that lim
t→∞

1
t

ln |Φ(ω, t)| exists for

all ω ∈ Ω. One can then use Proposition 2.1 to show that β(ω, x) is expressible
as a limit for all ω ∈ Ω, 0 6= x ∈ R2. In [8], the authors use the Furman result
mentioned above to show that Φ has discrete spectrum; that result is subsumed
in ours. They go on to show that, for certain quasicrystals, the spectrum of
the associated Schrödinger operator has zero Lebesgue measure and is purely
singular and continuous.

Perhaps our results will be useful in the study of higher-dimensional spectral
problems of Atkinson type. We plan to investigate this issue in future work.

3. Discrete spectrum and Lyapunov exponents

In this section, we derive some continuity results for the Lyapunov exponents
of a T -cocycle Φ (T = R or Z) when Φ has discrete spectrum. As stated above,
we make no claims concerning the originality of these results, as there is a
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very substantial literature on the subject. On the other hand, we think it is
appropriate to present them here since they generalize some theorems in the
recent literature. Also our proofs differ from some others in our systematic use
of the classical Krylov-Bogoliubov method.

We begin the discussion with a simple consequence of Theorem 2.4.

Proposition 3.1. Let T = R or Z, let (Ω, {τt}) be a compact metric flow which
is invariantly connected, and let Φ : Ω× T → GL(Rd) be a T -cocycle. Suppose
that the dynamical spectrum σΦ of Φ is discrete:

σΦ = {a0 < a2 < . . . < aq} (1 ≤ q ≤ d).

Then for each ω ∈ Ω and 0 6= x ∈ Rd the limits lim
t→±∞

1
t

ln |Φ(ω, t)x| ex-

ist. In fact, if (ω, x) ∈ V
(c)
p then lim

t→±∞

1
t

ln |Φ(ω, t)x| = ap (1 ≤ p ≤ q),

while if x /∈ V
(c)
p (ω) for all p = 1, 2, . . . , q, then lim

t→∞

1
t

ln |Φ(ω, t)x| = am and

lim
t→−∞

1
t

ln |Φ(ω, t)x| = al where l ≤ m and x ∈ V
(c)
l (ω)⊕ · · · ⊕ V

(c)
m (ω). .

Actually, if one restricts attention to the dynamics of Φ on a subbundle
V

(c)
p , then the limits defining the Lyapunov exponents converge uniformly, in

a sense which we now make precise. We first consider real cocycles, and carry
out a preliminary discussion concerning them.

Let L be the usual projective space of lines through the origin in Rd, so that
L is a compact (d− 1)-dimensional manifold. Let B = Ω×L. We assume that
the R-cocycle Φ = Φ(ω, t) is defined by the family of linear ordinary differential
equations

x′ = A(τt(ω))x ω ∈ Ω, x ∈ Rd (3ω)

where A : Ω → L(Rd) is a continuous function. Define a flow {τ̂t | t ∈ R}
on B by setting τ̂t(ω, l) = (τt(ω),Φ(ω, t)l) for ω ∈ Ω, l ∈ L. Then define
f : B → R : f(ω, l) = 〈A(ω)x, x〉/〈x, x〉 where 0 6= x ∈ l. It is easy to check
that, if x ∈ Rd has norm 1, and if l ∈ L is the line containing x, then

ln |Φ(ω, t)x| =
∫ t

0

f(τ̂t(ω, l))ds. (4)

This formula allows one to use ergodic theory (in particular the method of
Krylov-Bogoliubov) to study the limiting expressions which define Lyapunov
exponents.

Proposition 3.2. Let (Ω, {τt, t ∈ R}) be a compact metric invariantly con-
nected flow, and let Φ : Ω × R → GL(Rd) be a real cocycle. Let [ap, bp] be
the p-th interval in the dynamical spectrum σΦ of Φ, and let the corresponding
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spectral subbundle be V
(c)
p (1 ≤ p ≤ q). Suppose that [ap, bp] degenerates to a

point for some p ∈ {1, 2, . . . , q}: thus ap = bp. Then

lim
t→±∞

1
t

ln |Φ(ω, t)x| = ap

where the limit is uniform with respect to pairs (ω, x) ∈ V
(c)
p with |x| = 1.

Proof. It follows from (4) that it is sufficient to prove that
1
t

∫ t

0

f(τ̂s(b))ds

converges uniformly to ap with respect to b = (ω, l) ∈ Bp = {(ω, l) | l ⊂
V

(c)
p (ω)}. We do this by using arguments of the classical Krylov-Bogoliubov

type (see, e.g., [29]).
Suppose for contradiction that, for some ε > 0, there exist a sequence

{tn} ⊂ R with |tn| → ∞ and a sequence {bn = (ωn, ln)} ⊂ Bp such that∣∣∣∣ 1
tn

∫ tn

0

f(τ̂s(bn))ds− ap

∣∣∣∣ ≥ ε (n = 1, 2, . . . ).

Let C(Bp) be the space of continuous, real-valued functions on Bp with the uni-
form norm. Let F ⊂ C(Bp) be a countable dense set: F = {f1, f2, . . . , fk, . . . }
with f1 = f . Using a Cantor diagonal argument, we can determine a subse-
quence {tm} of {tn} such that

lim
m→∞

1
tm

∫ tm

0

fk(τ̂s(bm))ds

exists for k = 1, 2, . . . . Call the limit ν∗(fk) (1 ≤ k < ∞). One shows easily
that ν∗ extends to a bounded nonnegative linear functional on C(Bp), which
we also denote by ν∗. It is clear that ν∗(c) = c for each constant function c
on Bp. This functional is {τ̂t}-invariant in the sense that ν∗(g ◦ τ̂t) = ν∗(g) for
each g ∈ C(Bp) and each t ∈ R. Using the Riesz representation theorem, one
can find a {τ̂t}-invariant measure ν on Bp such that∣∣∣∣∣

∫
Bp

fdν − ap

∣∣∣∣∣ ≥ ε.

We claim that there exists a {τ̂t}-ergodic measure e on Bp such that∣∣∣∣∣
∫

Bp

fde− ap

∣∣∣∣∣ ≥ ε.

To see this, use the Krein-Mil’man theorem to represent the weak-∗ compact
convex set I of {τ̂t}-invariant linear functionals on Bp as the closed convex hull
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of its set E of extreme points. It is easy to see that e∗ ∈ E if and only if its
associated measure e is ergodic. By the Choquet representation theorem [35]:∫

Bp

fdν =
∫

E

(∫
Bp

fde∗

)
dm(e∗)

where m is the representing measure of ν∗ on E. It is now clear that e can be
found.

Changing notation, let ν be a {τ̂t}-ergodic measure on Bp such that∣∣∣∣∣
∫

Bp

fdν − ap

∣∣∣∣∣ ≥ ε.

By the Birkhoff ergodic theorem there is a set B∗ ⊂ Bp of full ν-measure such
that, if b∗ ∈ B∗, then

1
t

∫ t

0

f(τ̂s(b∗))ds →
∫

Bp

fdν 6= ap

as t →∞. This contradicts Proposition 3.1 and completes the proof of Propo-
sition 3.2.

Remark 3.3. (a) We can prove the T = Z-analogue of Proposition 3.2 in the
following way. Set A(ω) = Φ(ω, 1), then define f∗ : Bp → R : f∗(ω, l) =
1
2

ln〈A(ω)x,A(ω)x〉 for each (ω, l) ∈ Bp and x ∈ l, |x| = 1. One can
check that Proposition 3.2 and its proof remain valid if one considers an
integer cocycle Φ and if f is substituted with the above function f∗.

(b) Let T = R or Z, let (Ω, {τt}) be an invariantly connected compact metric
flow, and let Φ : Ω×T → GL(Rd) be a T -cocycle for which the hypotheses
of Proposition 3.2 are valid. Let Φ∗(ω, t) be the restriction of Φ(ω, t) to
V

(c)
p , so that for each ω ∈ Ω and t ∈ T one has the linear transformation

Φ∗(ω, t) : V
(c)
p (ω) → V

(c)
p (τt(ω)). Define the norm |Φ∗(ω, t)| in the usual

way. Then

lim
t→±∞

1
t

ln |Φ∗(ω, t)| = ap,

where the limit is uniform in ω ∈ Ω. This statement is a consequence of
Proposition 3.2, because for each ω ∈ Ω and t ∈ R, there exists a unit
vector x ∈ V

(c)
p (ω) such that |Φ∗(ω, t)| = |Φ∗(ω, t)x|.

(c) By combining Propositions 3.1 and 3.2, one obtains a continuity result
for the Lyapunov exponents of Φ with respect to variation of ω ∈ Ω. In
fact, let {β1(ω), . . . , βs(ω)} be the Lyapunov exponents of Φ at ω, with
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multiplicities d1, . . . , ds. If the hypotheses of Propositions 3.1 and 3.2 are
valid, then the multiplicities and the exponents βr(ω) themselves do not
depend on ω ∈ Ω.

Now we consider another type of continuity result for the Lyapunov ex-
ponents of a T -cocycle Φ. We will see that it is possible to vary the matrix
function A(ω) in a non-uniform way, and still retain continuous variation of the
exponents. We formulate a result along these lines which illustrate the power
of a perturbation theorem due to Sacker and Sell ([38]; see also Palmer [34]).

For this, let Ω be the g-torus Tg = Rg/Zg. Let γ1, . . . , γg be rationally
independent numbers. Consider the Kronecker flow {τt} on Tg defined by
γ = (γ1, . . . , γg). Thus if ω ∈ Rg/Zg, then τt(ω) = ω + γt (t ∈ R).

Next, let A : Tg → L(Rd) be a continuous function. Let Φ(ω, t) be the
cocycle defined by the family of differential systems (1ω):

x′ = A(τt(ω))x.

Suppose that Φ has discrete spectrum; σΦ = {a1 < a2 < . . . < aq}.
Let γ(n) be a sequence in Rg such that γ(n) → γ. Each γ(n) defines a flow

{τ (n)
t } on Tg via the formula τ

(n)
t (ω) = ω + γ(n)t. However these flows need

not be minimal because we do not assume that the components γ
(n)
1 , . . . , γ

(n)
g

of γ(n) are rationally independent. Let Φ(n)(ω, t) be the cocycle generated by
the family of linear systems

x′ = A(τ (n)
t (ω))x.

Note that, if γ(n) 6= γ for n = 1, 2, . . . , then A(τ (n)
t (ω)) certainly does not

converge uniformly in t ∈ R to A(τt(ω)) (ω ∈ Ω). Nevertheless we have the
following result.

Proposition 3.4. For each ω ∈ Ω and n ≥ 1, let {β(n)
r (ω) | 1 ≤ r ≤ s = s(n)}

be the Lyapunov exponents of Φ(n). Also let β
(n)
∗ (ω) be the upper Lyapunov

exponent of Φ(n) at ω (ω ∈ Ω, n ≥ 1).
Given ε > 0, there exists n0 ≥ 1 such that, if n ≥ n0, then each Lyapunov

exponent β
(n)
r (ω) is in the ε-neighborhood of σΦ (ω ∈ Ω) and β

(n)
∗ (ω) is in the

ε-neighborhood of aq.

We sketch the proof of Proposition 3.4. Let C = {c : R → L(Rd) | c
is continuous and bounded} with the the topology of uniform convergence on
compact sets. Introduce the Bebutov (translation) flow {τ̂t} on C: thus τ̂tc(·) =
c(·+ t) for each t ∈ R and c ∈ C.

Next let U ⊂ Rg be a compact neighborhood of γ. For each γ̂ ∈ U and each
ω ∈ Ω, set c(t, ω, γ̂) = A(ω+ γ̂t) (t ∈ R). Set Cγ̂ = {c(·, ω, γ̂) | ω ∈ Ω} ⊂ C, and
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further set C =
⋃
{Cγ̂ | γ̂ ∈ U} ⊂ C. It can be checked that C is a compact,

{τ̂t}-invariant subset of C which is invariantly connected.
Define a cocycle Φ̂ on C in the following way: Φ̂(c, t) is the fundamental

matrix solution of the linear differential equation x′ = c(t)x (c ∈ C, t ∈ R, x ∈
Rd). Let Cγ = {t 7→ A(ω + γt) | ω ∈ Ω} ⊂ C; it can be checked that
the dynamical spectrum of the restriction Φ̂γ = Φ̂|Cγ×R equals σΦ. Similarly,
let Cγn

= {t 7→ A(ω + γnt) | ω ∈ Ω}. Then the dynamical spectrum of the
restriction Φ̂n = φ̂|Cγn×R of Φ̂ to Cγn × R equals σΦ(n) .

We are now in a position to apply the perturbation Theorem 6 of [38]. Ac-
cording to this theorem, there is a neighborhood W ⊂ C of Cγ with the prop-
erty that, if C∗ is a {τ̂t}-invariant subset of W , then the dynamical spectrum of
Φ̂C∗ is contained in the ε-neighborhood of σΦ̂γ

= σΦ = {a1 < a2 < . . . < aq}.
Now if n is sufficiently large, then Cγ ⊂ W . So the remarks of the preceding
paragraph and Proposition 3.1 imply that the thesis of Proposition 3.4 is true.

Remark 3.5. Let T = Z, let A : Ω = Tg → GL(Rd) be a continuous map, let
γ ∈ Rg have rationally independent components, and let Φ(ω, t) be the cocycle
generated by the family of difference equations

xt+1 = A(ω + γt)xt (ω ∈ Ω, t ∈ Z).

Similarly, let Φ(n)(ω, t) be the cocycle generated by the family

xt+1 = A(ω + γ(n)t)xt (ω ∈ Ω, t ∈ Z)

where γ(n) ∈ Rg (n = 1, 2, . . . ). Then Proposition 3.4 is true as stated for Φ and
Φ(n). The proof is practically identical to that given above for real cocycles (one
must introduce a discrete Bebutov flow, and one must note that [38, Theorem 6]
holds also for integer cocycles).

We have shown that the discrete spectrum condition has significant conse-
quences for the convergence of the limits which define the Lyapunov exponents,
and for the continuity of those Lyapunov exponents. Our results can be viewed
as generalizations of [14, Theorem 3].

If the discrete spectrum condition does not hold, then one cannot expect
the Lyapunov exponents of Φ to vary continuously when Φ is subjected to a
C0-perturbation. We indicate a concrete result along these lines, the proof of
which uses important theorems of Bochi-Viana [2] and Bessa [1]. These papers
were motivated by a well-known conjecture of Mañe [25].

Let T = R or Z. Let (Ω, {τt}) be a compact metric flow which is strictly
ergodic with unique ergodic measure µ. Thus for example it can be a Kronecker
flow as defined in Section 2.

Let Φ : Ω × T → GL(Rd) be a cocycle over (Ω, {τt}). Suppose that the
dynamical spectrum σΦ of Φ is a single interval: σΦ = [a, b]. Suppose that
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a < b. Let {β1 < . . . < βs} be the Oseledets spectrum of Φ with respect to µ,
and let V

(m)
1 , . . . , V

(m)
s be the corresponding Oseledets bundles.

According to the results of [1] and [2], there is a C0-residual set {Ψ} of
GL(Rd)-valued cocycles over (Ω, {τt}) for which one of the following alterna-
tives holds.

(i) The Oseledets spectrum of Ψ reduces to a single point;

(ii) The Oseledets bundles give rise to a dominated splitting (or exponential
separation) of Ψ over (Ω, {τt}).

Moreover, it is shown that, if Ψ does not admit a dominated splitting, then an
arbitrarily small C0-perturbation of Ψ has property (i). See also [28, 30] for re-
lated results. We will not define the concept of dominated splitting/exponential
separation here. For this we refer to [1, 2] or to the older literature on expo-
nential separation (e.g., [3, 4, 5, 32, 33]).

Now, one can use a Krylov-Bogoliubov argument to show that, if the Os-
eledets bundles of Ψ give rise to a dominated splitting, then the dynamical
spectrum σΨ of Ψ consists of at least two disjoint intervals. We omit the proof,
but note that it uses the hypothesis that (Ω, {τt}) admits just one ergodic
measure.

Returning to the cocycle Φ, one can use another Krylov-Bogoliubov argu-
ment to show that the endpoints a and b of σΦ = [a, b] are in the Oseledets
spectrum; see [18]. But an arbitrarily small C0-perturbation of Φ has the prop-
erty that its Oseledets spectrum reduces to a single point. This implies that
the Lyapunov exponents of Φ cannot vary continuously if Φ is varied in the
C0-sense.

4. Consequences of convergence

In this section, we consider a problem which is inverse to that taken up in
Section 3. Namely, suppose that Φ is a cocycle over a compact metric flow

(Ω, {τt}), and suppose that lim
t→∞

1
t

ln |Φ(ω, t)| exists for all ω ∈ Ω and all 0 6=
x ∈ Rd. We ask if the cocycle Φ has discrete spectrum. In general this is not
true, as the following example shows.

Example 4.1. Let Ω be the annulus 0 < α ≤ r ≤ β, 0 ≤ θ ≤ 2π in the plane R2

with polar coordinates (r, θ). Let a : Ω → R be a continuous function such that

the correspondence r 7→
∫ 2π

0

a(r, θ̄)dθ̄ takes on more than one value. Consider

the family of one-dimensional ODEs

x′ = a(r, θ + t)x x ∈ R (5ω)
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where ω = (r, θ) ∈ Ω. The family (5ω) has the form of the family (1ω) if we
put τt(r, θ) = (r, θ + t) for t ∈ R and (r, θ) ∈ Ω. It it clear that the cocycle Φ
which is determined by equations (5ω) has the form

Φ(ω, t) = exp
(∫ t

0

a(r, θ + s)ds

)
(ω = (r, θ) ∈ Ω, t ∈ R).

We see that, if ω = (r, θ) ∈ Ω and 0 6= x ∈ R, then lim
t→∞

1
t

ln |Φ(ω, t)x| exists

and equals
1
2π

∫ 2π

0

a(r, θ̄)dθ̄. This integral traces out a nondegenerate interval

I as r varies from α to β. It turns out that I is the dynamical spectrum of the
family (5ω).

This example is in fact “too simple” and only indicates that we must
specify our inverse problem in a more detailed way. So let us suppose that
(Ω, {τt}) is minimal, and that, for each ω ∈ Ω and each 0 6= x ∈ Rd, the limit

lim
t→∞

1
t

ln |Φ(ω, t)x| exists. We ask: does Φ have discrete spectrum?

This question has an affirmative answer if d = 1. It may well be that
the answer is still affirmative if d ≥ 2. We have not been able to prove this,
however. Here is what we can and will do.

(1) If d ≥ 2, we suppose (in addition to the conditions already listed) that,
for each ergodic measure µ on Ω, the corresponding Oseledets spectrum
{β1(µ) < β2(µ) < . . . < βs(µ)} is simple. That is, s = d, or equivalently
all the multiplicities dr are equal to 1 (1 ≤ r ≤ s = d: see Theorem
2.2). Under these conditions, we will show that Φ has discrete spectrum.
In fact, it will turn out that the numbers β1(µ) = β1, . . . , βd(µ) = βd

do not depend on the choice of the ergodic measure µ, and that σΦ =
{β1 < β2 < . . . < βd}. Thus in particular Φ satisfies the classical Lillo
property [23].

(2) If d = 2, we make no a priori hypothesis regarding the Oseledets spec-
trum: we suppose that (Ω, {τt}) is minimal, and that, for each ω ∈ Ω and

each 0 6= x ∈ R2, the limits lim
t→∞

1
t

ln |Φ(ω, t)x| and lim
t→−∞

1
t

ln |Φ(ω, t)x|
exist (they need not be equal). We will prove that, subject to these
hypotheses, Φ has discrete spectrum. As noted in the Introduction, we
generalize a result of Furman [14], who assumes that (Ω, {τt}) is strictly
ergodic. He uses certain properties of the projective flow defined by Φ
when d = 2. See also [17] in this regard.

To our knowledge, our inverse problem has not been frequently discussed
in the literature. We point out that the hypothesis concerning the existence of
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the limits lim
t→∞

1
t

ln |Φ(ω, t)x| (and lim
t→−∞

1
t

ln |Φ(ω, t)x| in point (2)) is rather

delicate since no uniformity is assumed. We also remark that there are various
results in the literature to the effect that the set of cocycles over a given compact
metric flow which have simple Oseledets spectrum is dense in various topologies.
See, e.g., [12, 27].

After these preliminary remarks, we express point (1) in a formal statement:

Theorem 4.2. Let T = R or Z. Let (Ω, {τt}) be a compact metric minimal
flow, and let Φ : Ω× T → GL(Rd) be a T -cocycle over (Ω, {τt}). Suppose that,
for every {τt}-ergodic measure µ on Ω, the Oseledets spectrum is simple. This
means that it consists of d distinct points β1 < . . . < βd (which may depend on

µ). Suppose that, for each ω ∈ Ω and 0 6= x ∈ Rd, the limit lim
t→∞

1
t

ln |Φ(ω, t)x|
exists. Then the dynamical spectrum σΦ of Φ consists of d distinct points (and
in particular is discrete).

Note that, if (Ω, {τt}) is minimal, then it is invariantly connected and chain
recurrent. So the results stated in Section 2 will be available to us in the proof
of Theorem 4.2, to which we now turn.

Before beginning the proof of Theorem 4.2, we describe several convenient
constructions. Let Φ be a T -cocycle over (Ω, {τt}), let σΦ = [a1, b1]∪· · ·∪[aq, bq],
and let V

(c)
1 , . . . , V

(c)
q be the corresponding spectral subbundles of Theorem 2.4.

These are topological vector subbundles of Ω × Rd, of fiber dimension 1 ≤
d1, . . . , dq where d1 + · · ·+ dq = d. They need not be topologically trivial; i.e.,
they need not be equivalent to product bundles Ω× Rdp , 1 ≤ p ≤ q.

However, it is explained in [10] how these bundles can be trivialized via an
appropriate cohomology. We explain the relevant constructions of [10].

Let us recall that a minimal flow (Ω̂, {τ̂t}) is said to be an extension of
the minimal flow (Ω, {τt}) if there is a continuous map π : Ω̂ → Ω such that
π ◦ τ̂t = τt ◦ π for all t ∈ T (one says that π is a flow homomorphism). Using
the minimality of (Ω, {τt}) one sees that π must be surjective.

The cocycle Φ can be lifted to a cocycle Φ̂ on Ω̂ via the formula Φ̂(ω̂, t) =
Φ(π(ω̂), t) (ω̂ ∈ Ω̂, t ∈ T ). Moreover the bundles V

(c)
1 , . . . , V

(c)
q lift to Ω̂ via

the usual pullback construction. Call the lifted bundles V̂
(c)
1 , . . . , V̂

(c)
q ; they are

Φ̂-invariant and it is easy to see that they are the spectral subbundles of Φ̂.
Let us write V̂

(c)
p (ω̂) = V̂

(c)
p ∩ ({ω̂} × Rd) for the fiber of V̂p(c) at ω̂ ∈ Ω̂.

Next let O(d) be the group of orthogonal d× d matrices. According to [10,
Theorem 4.5], one can find a minimal extension (Ω̂, {τ̂t}) of (Ω, {τt}) together
with a continuous map F : Ω̂ → O(d) such that, if Ṽ

(c)
p (ω̂) = F (ω̂)V̂ (c)

p (ω̂), then
the bundle Ṽ

(c)
p =

⋃
ω̂∈Ω̂

Ṽ (c)
p (ω̂) is a product bundle. In fact, let e1, . . . , ed be

the standard basis of Rd. For each p ∈ {2, 3, . . . , q}, let us identify Rdp with the
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span of the set of unit vectors {ed1+...dp−1+1, . . . , ed1+···+dp
}; if p = 1 we identify

Rd1 with Span{e1, . . . , ed1}. Then F can be chosen so that Ṽ
(c)
p = Ω × Rdp

(1 ≤ p ≤ q).
Define the cocycle Φ̃ by

Φ̃(ω̂, t) = F (τ̃t(ω̂))Φ̂(ω̂, t)F (ω̂)−1 (ω̂ ∈ Ω̂, t ∈ T );

thus Φ̃ is cohomologous to the cocycle Φ via the cohomology F . We see that
Φ̃ admits the spectral decomposition Ṽ

(c)
1 = Ω× Rd1 , . . . , Ṽ

(c)
q = Ω× Rdq .

We conclude that, to prove Theorem 4.2, there is no loss of generality in
assuming that the spectral subbundles of Φ are product bundles: V

(c)
p = Ω×Rdp

(1 ≤ p ≤ q). This is equivalent to saying that there is no loss of generality in
assuming that: (i) Φ has block-diagonal form:

Φ =

Φ1 0
. . .

0 Φq

 (6)

where Φp is a T -cocycle over (Ω, {τt}) with values in GL(Rd), and (ii) the
dynamical spectrum of Φp is the single interval [ap, bp] (1 ≤ p ≤ q). (The reader
is warned that, if (Ω, {τt}) is strictly ergodic, then the extension (Ω̂, {τ̂t}) of
the above construction need not be strictly ergodic.)

We pass to a second construction. Say that Φ is upper triangular if Φ = (Φij)
where Φij = 0 if i > j and Φii > 0 (1 ≤ i ≤ d). Our construction will give rise
to a cohomology between a suitable lifted version of Φ, and an upper triangular
cocycle.

Let O(d) be the group of orthogonal d × d matrices. If u0 ∈ O(d), then
Φ(ω, t)u0 can be uniquely decomposed in the form

Φ(ω, t)u0 = U(ω, u0, t)∆(ω, u0, t) (ω ∈ Ω, t ∈ T )

where U ∈ O(d) and ∆ is upper triangular with positive diagonal elements.
This follows from the Gram-Schmidt decomposition of Φ(ω, t)u0. It turns out
that, if one sets τ̂t(ω, u0) = (τt(ω), U(ω, u0, t)) then {τ̂t | t ∈ T} is a flow on
Ω×O(d), and ∆ is a {τ̂t}-cocycle.

Note that, if Φ has a block diagonal structure as in (6), then U and ∆ have
corresponding block-diagonal structures.

Next let Ω̂ ⊂ Ω × O(d) be a minimal {τ̂t}-subflow (such a subflow exists
by Zorn’s Lemma). Then the projection π : Ω̂ → Ω : (ω, u0) 7→ ω is con-
tinuous, and π ◦ τ̂t = τt ◦ π. We introduce the lifted cocycle Φ̂ : Ω̂ × T →
GL(Rd) : Φ̂(ω, t) = Φ(π(ω̂), t) where ω̂ = (ω, t) ∈ Ω̂. Note that the map
F : Ω̂ → O(d) : F (ω, u0) = u0 defines a cohomology between Φ̂ and ∆. In fact,
F (τ̂t(ω̂))∆(ω̂)F (ω̂)−1 = Φ̂(ω̂, t) for ω̂ = (ω, t) ∈ Ω̂ and t ∈ T .
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Our third and final construction was already discussed in Section 2. Namely,
assume that T = R. Then there exists a continuous function A : Ω → L(Rd)
such that Φ is cohomologous to the cocycle generated by the family of linear
ODEs (1ω):

x′ = A(τt(ω))x.

We observe that, if a given cocycle Φ has a block-triangular form as in the
first construction, then the coefficient matrix A(·) in (1ω) may be chosen to
have the corresponding block-diagonal form. Moreover, if Φ has an upper
triangular from as in the second construction, then A(·) may be chosen to have
the corresponding upper triangular form.

We assume until further notice that T = R. Using the above construc-
tions, we see that by introducing a suitable minimal extension of (Ω, {τt}), and
by introducing a suitable cohomology, it can be arranged that Φ satisfies the
following conditions.

Hypotheses 4.3. (a) The cocycle Φ is generated by a family of linear ODEs

x′ = A(τt(ω))x ω ∈ Ω, x ∈ Rd (7ω)

where the matrix function A(·) has block-diagonal form: A =

A1 0
. . .

0 Aq

 .

(b) If Φp is the cocycle over (Ω, {τt}) which is generated by the family x′ =
Ap(τt(ω))x, then the dynamical spectrum σp of Φp is the single interval [ap, bp]
(1 ≤ p ≤ q).

(c) Each matrix function Ap is upper triangular (1 ≤ p ≤ q).

It can be shown that, if Φ and Ψ are cohomologous cocycles, and if Φ
satisfies the hypotheses of Theorem 4.2, then so does Ψ. It can also be shown
that, if Φ and Ψ are cohomologous, and if Φ satisfies the thesis of Theorem 4.2,
then so does Ψ.

We pass to the proof of Theorem 4.2 in the case when T = R. According
to the above constructions and remarks, we can assume that Φ satisfies any or
all of Hypotheses 4.3 (a)–(c), when it is appropriate to do so.

We proceed by induction on the dimension d of the cocycle Φ. Suppose
that d = 1. There is no loss of generality in assuming that Φ is generated by a
family of one dimensional systems of the form (1ω). The family (1ω) has the
form x′ = A(τt(ω))x where A : Ω → R is a continuous scalar function. Using
the hypothesis concerning the existence of the limits which define the Lyapunov

exponents of Φ, we see that lim
t→∞

1
t

∫ t

o

A(τs(ω))ds exists for all ω ∈ Ω.

Now the flow (Ω, {τt}) is by assumption minimal, so one can use an oscilla-

tion result of Johnson [16] to show that the quantity ā = lim
t→∞

1
t

∫ t

0

A(τs(ω))ds
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does not depend on ω ∈ Ω, and the limit is uniform in ω. Moreover ā =

lim
t→−∞

1
t

∫ t

0

A(τs(ω))ds, where again the limit is uniform in ω ∈ Ω. One can

now check directly that the dynamical spectrum of Φ satisfies σΦ = {ā}; i.e.,
it is discrete.

Next, suppose that Theorem 4.2 is valid for all continuous R-cocycles of
dimension ≤ d − 1, over all minimal flows (Ω, {τt}). We suppose without loss
of generality that our given cocycle Φ satisfies Hypotheses 4.3 (a) and (b).
Suppose first that the number of diagonal blocks of the (d-dimensional) matrix
function A(·) is at least 2. Each block A1, . . . , Aq then has dimension ≤ d− 1.
So by the induction hypothesis, the family

x′ = Ap(τt(ω))x (ω ∈ Ω, x ∈ Rd)

has discrete spectrum (1 ≤ p ≤ q). By Hypotheses 4.3 (2), this spectrum is
the singleton {ap}, and it follows that the cocycle Φ has discrete spectrum:
σΦ = {a1, . . . , aq}. So Theorem 4.2 is proved in this case.

We now assume that q = 1, which means that the spectrum σΦ of Φ consists
of a single interval [a, b]. We must show that a = b. We assume w.l.o.g. that
Hypotheses (a), (b) and (c) are valid. The matrix function A(·) has values in
L(Rd) and is upper triangular.

Let us write

A(ω) =

A∗(ω) a1d(ω)

0 add(ω)


where A∗ takes values in L(Rd−1) and is upper triangular. Consider the family
of subsystems

y′ = A∗(τt(ω))y ω ∈ Ω, y ∈ Rd−1. (8ω)

Note that a solution y(t) of (8ω) determines a solution x(t) =
(

y(t)
xn(t)

)
of (7ω)

by setting xn(t) = 0; that is, x(t) =
(

y(t)
0

)
is a solution of (7ω) if and only if

y(t) is a solution of (8ω).

We see that the family (8ω) has the property that lim
t→∞

1
t

ln |y(t)| exists

whenever y(t) is a nonzero solution of equation (8ω) (ω ∈ Ω). By the induction
hypothesis, the dynamical spectrum σ∗ of the family (8ω) is discrete, say

σ∗ = {α1 < α2 < . . . < αj}

where 1 ≤ j ≤ d−1. By Proposition 2.2, the set of Lyapunov exponents of (8ω)
is exactly {α1, . . . , αj} for each ω ∈ Ω. Moreover, if di is the multiplicity of αi

for 1 ≤ i ≤ j, then d1 + · · ·+ dj = d− 1.
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Now, for each ergodic measure µ on Ω, the Oseledets spectrum of the fam-
ily (8ω) is contained in the dynamical spectrum σ∗ of that family. Moreover,
the Oseledets spectrum equals the set of averages{∫

Ω

aii(ω)dµ(ω) | 1 ≤ i ≤ d− 1
}

of the diagonal elements of A∗; see [18, 31]. By hypothesis, the µ-Oseledets
spectrum of Φ is simple, and therefore the µ-Oseledets spectrum of the cocycle
Φ∗ generated by equations (8ω) is also simple. Using the fact that σ∗ = {α1 <
α2 < . . . < αj}, we see that each multiplicity di = 1, and that σ∗ = {α1 < α2 <
. . . < αd−1} consists of d−1 distinct real numbers. It is clear that these numbers

are just a reordered version of the numbers
{∫

Ω

aii(ω)dµ(ω) | 1 ≤ i ≤ d− 1
}

.

One can show (by applying Proposition 3.2, or by carrying out a “secondary”

induction on j, 1 ≤ j ≤ d − 1) that
∫

Ω

aii(ω)dµ(ω) does not depend on the

choice of the {τt}-ergodic measure µ, if 1 ≤ j ≤ d− 1.

We must now study the significance of the numbers
∫

Ω

add(ω)dµ(ω) as µ

ranges over the set of {τt}-ergodic measures on Ω. To do this, it is convenient
to introduce a projective flow. The construction is quite similar to that carried
out in the proof of Theorem 3.2 above. Let L be the (d − 1)-dimensional
manifold of lines through the origin in Rd. Let B = Ω × L, and define a
flow {τ̂t} on B by setting τ̂t(ω, l) = (τt(ω),Φ(ω, t)l) (ω ∈ Ω, l ∈ L). Define
f : B → R : f(ω, l) = 〈A(ω)x, x〉/〈x, x〉 if 0 6= x ∈ l. Then if x(t) is a solution
of (7ω), and if l ∈ L is the line containing x(0) 6= 0, then∫ t

0

f(τ̂s(ω, l))ds = ln
|x(t)|
|x(0)|

. (9)

By the hypothesis concerning the existence of the limits defining the Lya-

punov exponents, and by (9), one has that the limit lim
t→∞

1
t

∫ t

0

f(τ̂s(b))ds exists

for each b ∈ B. Let us denote the limit by f∗(b). Since f∗ is the pointwise limit of
a sequence of continuous functions, it admits a residual set of continuity points
[6]. Let b∗ be a point of continuity of f∗. For each ε > 0, there is an open neigh-
borhood U = U(ε) ⊂ Ω×L of b∗ such that, if b ∈ U , then |f∗(b)− f∗(b∗)| < ε.
There is no loss of generality in assuming that U = U1×U2 where U1 ⊂ Ω and
U2 ⊂ L are open sets. There is also no loss of generality in assuming that U
does not intersect the {τ̂t}-invariant set B1 = {(ω, l) ∈ B | l ⊂ Rd−1 ⊂ Rd}.

For each ω ∈ Ω, there is a real number β∗(ω) such that the set of Lyapunov
exponents of equation (7ω) equals {α1, α2, . . . , αd−1, β∗(ω)}. Let βmax(ω) =
max{α1, . . . , αd−1, β∗(ω)} be the largest Lyapunov exponent of (7ω). Write
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the continuity point b∗ of f∗ in the form b∗ = (ω∗, l∗). It follows from the
continuity of f∗ at b∗ that f∗(b∗) equals βmax(ω∗). In fact, this is a con-
sequence of the observation that, if β̄(ω∗) is the maximum of the Lypunov
exponents of (7ω∗) which are distinct from βmax(ω∗), then

{
x ∈ Rd | x = 0 or

lim
t→∞

1
t

ln |Φ(ω∗, t)x| ≤ β̄(ω∗)
}

is a proper vector subspace of Rd, so its comple-

ment in Rd is open and dense. This means that there is an open dense subset

W ⊂ L such that, if l ∈ W , then lim
t→∞

∫ t

0

f(τ̂s(ω∗, l)ds = βmax(ω∗).

Recall that we are working under the hypothesis that σΦ is a single interval
[a, b]. Using Theorem 2.4, we see that the numbers α1, . . . , αd−1 all lie in [a, b].
Suppose for the time being that b is greater than αd−1.

According to a result of [18], there is a {τt}-ergodic measure µ on Ω for which
b is a Lyapunov exponent of Φ, for µ-a.a. ω ∈ Ω. By Theorem 2.4, we have that
βmax(ω) = b for µ-a.a. ω ∈ Ω. Fix a point ω̄ ∈ Ω such that βmax(ω̄) = b. If

x ∈ Rd, we write x =
(

y
xd

)
where y ∈ Rd−1 and xd ∈ R. Let x be a vector such

that lim
t→∞

1
t

ln |Φ(ω̄, t)x| = b. Writing Φ(ω̄, t)x = Φ(ω̄, t)
(

y
xd

)
=
(

y(t)
xd(t)

)
, and

using the fact that b > αd−1 = max{αi | 1 ≤ i ≤ d−1}, we see that xd 6= 0, and

that lim
t→∞

1
t

ln |xd(t)| = b. (For later use, we note that b = lim
t→∞

1
t

ln |xd(t)| =

lim
t→∞

1
t

∫ t

0

add(τs(ω̄)ds.)

One checks that, if
(

y
xd

)
is any vector with xd 6= 0, then lim

t→∞

1
t

ln |Φ(ω̄, t)x| = b.

Return to the continuity point (ω∗, l∗) ∈ B of f∗ which was introduced
previously. Let ε > 0, and choose U(ε) = U = U1 ×U2 as before. Let ω̄ be the
point of the preceding two paragraphs. Since (Ω, {τt}) is minimal, the positive
semiorbit {τt(ω̄) | t ≥ 0} is dense in Ω, hence it enters U1. Using the fact that
U does not intersect B together with the result of the previous paragraph, we

can find a vector
(

y
xd

)
∈ Rd, whose projective image l lies in U2, such that

lim
t→∞

1
t

ln |Φ(ω∗, t)x| = b. This means that |f∗(ω∗, l∗) − b| ≤ ε. Since ε > 0 is

arbitrary, we have that f∗(ω∗, l∗) = b.

Next, let ε > 0, and let ω ∈ Ω be any point of Ω. Again the posi-
tive semiorbit {τt(ω) | t ≥ 0} enters U1. So there exists a vector x =(

y
xd

)
∈ Rd with xd 6= 0 such that

∣∣∣∣ limt→∞

1
t

ln |Φ(ω, t)x| − f∗(ω∗, l∗)
∣∣∣∣ ≤ ε. Hence∣∣∣∣ limt→∞

1
t

ln |Φ(ω, t)x| − b

∣∣∣∣ ≤ ε. At this point choose 0 < ε <
1
2
(b − αd−1), and
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write Φ(ω, t)x =
(

y(t)
xd(t)

)
. It can be checked that the limit lim

t→∞

1
t

ln |xd(t)|

exists and is ≥ b− ε > αd−1 + ε.

Now, lim
t→∞

1
t

ln |xd(t)| = lim
t→∞

1
t

∫ t

0

add(τs(ω))ds. We are able to conclude

that the limit lim
t→∞

1
t

∫ t

0

add(τs(ω))ds exists for all ω ∈ Ω. The limit equals

b if ω = ω̄. By the oscillation result of [16],
∫

Ω

adddµ = b for all ergodic

measures µ on Ω. By using a Krylov-Bogoliubov argument, one proves that

lim
t→∞

1
t

∫ t

0

add(τs(ω))ds = b, and the limit is uniform in ω ∈ Ω.

Let αd−1 < λ < b. Let us show that λ /∈ σΦ. Using Theorem 2.3, we see that
it is sufficient to show that, if ω ∈ Ω and 0 6= x ∈ Rd, then eλtΦ(ω, t)x is not

bounded in −∞ < t < ∞. To do this, note first that, if x =
(

y
0

)
∈ Rd, then

|e−λtΦ(ω, t)x| → ∞ as t → −∞, because σ∗ = {α1, . . . , αd−1}. On the other

hand, if x =
(

y
xd

)
with xd 6= 0, and if xd(t) is defined by Φ(ω, t)x =

(
y(t)
xd(t)

)
,

then |xd(t)| → ∞ as t →∞. So in fact λ /∈ σΦ.
However, σΦ is by hypothesis the interval [a, b], and we know that αd−1 ∈

σΦ. So we have arrived at a contradiction, and must conclude that b ≤ αd−1.

There remains to study the situation when b ≤ αd−1. For this, let us first

recall that, if 1 ≤ i ≤ d− 1, then
∫

Ω

aiidµ does not depend on the choice of the

ergodic measure µ on Ω. Second, we recall that, if µ is an ergodic measure on Ω,

then the corresponding Oseledets spectrum equals
{∫

Ω

a11dµ, . . . ,

∫
Ω

adddµ

}
.

By hypothesis, the Oseledets spectrum is simple for each {τt}-ergodic measure µ

on Ω. So
∫

Ω

adddµ < αd−1 for each such µ. Let us define ᾱ = sup
{∫

Ω

adddµ
∣∣∣ µ

is a {τt}-ergodic measure on Ω
}

. We claim that ᾱ < αd−1. Here is a sketch
of the proof. Since the set {ν} of {τt}-invariant measures on Ω is compact
and convex in the weak-∗ topology, and since µ is an extreme point of {ν} if
and only if µ is ergodic, we can use the Choquet theorem [35] to show that∫

Ω

adddν ≤ αd−1 for each {τt}-invariant measure ν on Ω. If ᾱ equals αd−1, then

the weak-∗ compactness of {ν} allows us to find an invariant measure ν on Ω

such that
∫

Ω

adddµ = αd−1. Using the Choquet theorem again, we determine

an ergodic measure µ on Ω such that
∫

Ω

adddµ = αd−1. This is not possible,
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so indeed ᾱ < αd−1.

We can now use a Krylov-Bogoliubov argument to prove the following state-
ment: Let ε > 0; then there exists T > 0 such that, if t ≤ −T and ω ∈ Ω, then
1
t

∫ t

0

add(τs(ω))ds ≤ ᾱ + ε.

Next choose λ ∈ (ᾱ, αd−1) such that λ > αd−2. We claim that λ is not in the
spectrum σΦ of Φ. As before, it is sufficient to show that, if ω ∈ Ω and 0 6= x ∈

Rd, then e−λtΦ(ω, t)x is unbounded on −∞ < t < ∞. So let x =
(

y
0

)
where

y ∈ Rd−1. Then e−λtΦ(ω, t)x is unbounded because λ /∈ σ∗ = {α1, . . . , αd−1}.

On the other hand, if x =
(

y
xd

)
with xd 6= 0, then e−λtΦ(ω, t)x is unbounded

as t → −∞.
We conclude as before that σΦ cannot be an interval, which contradicts the

assumption that σΦ = [a, b]. This completes the proof of Theorem 4.2 in the
case T = R.

There remains to prove Theorem 4.2 in the case when T = Z. One can do
this by following the steps of the above proof for T = R. The proof when T = Z
is actually somewhat simpler, since one need not effect a cohomology which
transforms the cocycle Φ into the cocycle defined by a family of differential
systems (1ω). We omit the details.

We finish the paper with a discussion of the case d = 2. We are able to
strengthen Theorem 4.2 in the sense that we do not need the hypothesis of
simple Oseledets spectrum. On the other hand, we need the convergence of the
time averages which define the Lyapunov exponents at t = −∞.

Theorem 4.4. Let T = R or Z, and let (Ω, {τt}) be a minimal flow. Let Φ be a
T -cocycle over (Ω, {τt}) with values in GL(R2). Suppose that, for each ω ∈ Ω
and 0 6= x ∈ R2, the limits

lim
t→∞

1
t

ln |Φ(ω, t)x|, lim
t→−∞

1
t

ln |Φ(ω, t)x|

both exist (they may or may not be equal). Then Φ has discrete spectrum.

Proof. We consider the case T = R. There is no loss of generality in assuming
that Hypotheses 4.3 (a), (b) and (c) are satisfied. In particular the spectrum
σΦ consists of a single interval; σΦ = [a, b] with a ≤ b.

Let us write equations (7ω) in the form

x′ =

a11(τs(ω)) a12(τs(ω))

0 a22(τs(ω))

x,
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where x ∈ R2. It follows from the hypothesis concerning the existence of the

limits that, for each ω ∈ Ω, the limit lim
t→∞

1
t

∫ t

0

a11(τs(ω))ds exists. By [16],

there is a real number ā1 such that lim
t→±∞

1
t

∫ t

0

a11(τs(ω))ds = ā1, where the

limits are uniform in ω ∈ Ω.

It follows that ā1 =
∫

Ω

a11dµ for each {τt}-ergodic measure on Ω. Now,

by [18] there is an ergodic measure µa on Ω such that a is an element of the
µa-Oseledets spectrum. Similarly, there is an ergodic measure µb on Ω such
that b is an element of the µb-Oseledets spectrum. Therefore ā1 ∈ {a, b}.

Suppose first that ā1 = a, and assume for contradiction that b > a. Then

we can argue as in the proof of Theorem 4.2 to show that
∫

Ω

a22dµ = b for

every ergodic measure µ on Ω and so
1
t

∫ t

0

a22(τs(ω))ds = b uniformly in ω ∈ Ω.

Again, arguing as in the proof of Theorem 4.2, one shows that, if λ ∈ (a, b),
then λ is not in σΦ. This is a contradiction, so b = a and in fact Φ has discrete
spectrum.

If ā1 = b, then we use the hypothesis that lim
t→−∞

1
t

ln |Φ(ω, t)x| exists for

all ω ∈ Ω and all 0 6= x ∈ R2. One assumes for contradiction that a <
b, then repeats the steps of the proof of Theorem 4.2, using the negative-

time Lyapunov exponents lim
t→−∞

1
t

ln |Φ(ω, t)x| in place of the positive-time

exponents lim
t→∞

1
t

ln |Φ(ω, t)x|. The end result is that, if a < λ < b. then

λ /∈ σΦ. So one again concludes that σΦ is discrete.
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