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Some Remarks on Fixed Points for

Maps which are Expansive along

one Direction
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Dedicated to the memory of Fabio Rossi

Summary. - We present some fixed point theorems for planar maps
which satisfy a property of path–expansion along a certain direc-
tion. We also show some links between these fixed point theorems
and other recent results about covering relations and topological
horseshoes.

1. Introduction

This paper follows a line of research initiated in [23] and motivated
by the study in [22] of the Poincaré map associated to some second
order nonlinear ODEs with periodic coefficients. In [22], analyzing
in the phase–plane the solutions (u(t), u′(t)) of the nonlinear scalar
Hill’s type second order ODE

u′′ + a(t)g(u) = 0, (1)

a stretching property along the paths was detected. More precisely,
two topological planar rectangles were found such that every path
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joining two opposite sides of any one of the two rectangles contains
a sub–path which is expanded by the flow across the same rectangle
or the other one. This was the key lemma in [22] in order to prove
the presence of a complicated oscillatory behavior for the solutions
of (1), in the case that a(t) is a sign–changing continuous weight
and g : R → R is a function having superlinear growth at infinity. It
seems rather surprising to notice that similar geometric features were
already considered by Kennedy and Yorke in [12] in the framework
of the theory of fluid mixing, studying planar functions obtained as
composition of a squeezing map and a stirring rotation. The above
quoted arc–expansive property along the flow of

x′ = y, y′ = −a(t)g(x)

resembles different notions of covering relations associated to Markov
partitions [10, 39, 41], as well as some expansive–type conditions
[11, 13, 14] which arise in the theory of topological horseshoes. Such
concepts have been introduced by many authors in order to find ge-
ometrical features associated to chaotic–like dynamics in absence of
the more classical hyperbolicity conditions based on the Smale horse-
shoe [20, Ch. 3].
In [23] and [24] some fixed point theorems for path–stretching maps
and their iterates were obtained. Such results were applied to prove
the existence of infinitely many periodic solutions and complex dy-
namics for some second order nonlinear ODEs with periodic coeffi-
cients [8, 25]. In [23, 24, 25] the term “ path ” was used to designate
the image of a compact interval through a continuous map: however,
this choice turns out to be a little awkward when dealing with the
composition of path–stretching maps. It also appears somehow un-
natural in the application of the abstract theorems to concrete ODE
models. In fact, suppose that we denote by ζ(· ; t0, z) the solution of
the first order planar differential system 1

x′ = F (t, x),

1 For simplicity we discuss only the two–dimensional case. The theory, how-
ever, has been extended to the higher dimension in [30].
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satisfying the initial condition x(t0) = z (for some t0 ∈ R) and we
look at the Poincaré map

φ : z 7→ ζ(t1 ; t0, z)

(for a fixed t1 > t0). If we are interested in detecting how a cer-
tain curve is transformed by φ, a very natural approach consists in
studying the composite map

θ 7→ φ(γ(θ)) = ζ(t1 ; t0, γ(θ)),

where γ : [0, 1] → R
2 is a continuous map which is convenient to

call now a “ path ” (actually, this procedure was applied also in
[8, 22, 25], even if therein the path was considered as the range of
γ). A clarification of the underlying setting led us in [30] to a more
precise definition of the stretching property and, consequently, to a
corresponding fixed point theorem which, although equivalent to the
main result of [24, 25], looks more feasible from the point of view
of the applications. The advantage of such an alternative approach
is evident when periodic points (obtained by iterating a given map)
are involved. In this direction, new results and applications can be
found in [27, 28, 30, 38].

As mentioned before, our results may be classified in the frame-
work of the so–called topological horseshoes. Under this name some
authors [5, 9, 14] usually mean suitable geometric or topological fea-
tures for maps, which are weaker than the classical hyperbolicity
conditions but are strong enough to imply some kind of chaotic dy-
namics (like the presence of arbitrary itineraries of coin–tossing type
for the iterates of a discrete dynamical system, or the existence of a
compact invariant set on which a given map is semiconjugate to the
Bernoulli shift on some symbols). The theory of topological horse-
shoes has encountered a fast growth in the past decades. The main
developments have been directed toward two directions.
On the one side the investigation has been addressed to the discov-
ering of very general conditions (both on spaces and maps) which
guarantee the existence of a semiconjugation to the Bernoulli shift.
With this respect, starting with [13], Kennedy and Yorke produced
a theory for homeomorphisms in metric spaces, further extended in
[11, 14] to continuous maps. Their main assumptions [14, horseshoe
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hypotheses Ω] concern a continuous map f defined on a compact
and locally connected subset Q of a separable metric space X. Two
nonempty disjoint compact sets end0 , end1 ⊆ Q are selected such
that each component of Q intersects both of them. The map f is
required to act so that each continuum Γ ⊆ Q joining end0 and end1

contains at least m ≥ 2 mutually disjoint sub–continua P1 , . . . , Pm
2 such that f(Pi) is a continuum joining end0 and end1 in Q, for each
i = 1, . . . ,m. Under these hypotheses the authors prove the existence
of a compact invariant set QI ⊆ Q on which f is semiconjugate to an
m–shift. Sensitive dependence on initial data was shown in [11] as
well. However, such general assumptions are not sufficient to guar-
antee the existence of fixed points (or periodic points) for the map
f in the set QI . In [14, Example 10] a specific situation of a map
defined on R

2 × S1 and without any periodic point is presented.
On the other side, by imposing more restrictive conditions on the
class of spaces and maps under consideration, various authors have
focused their attention on the search of suitable assumptions en-
suring the existence of periodic points (possibly fixed points) in the
inverse image of a periodic sequence of symbols through the semicon-
jugation map. Typical results in this direction require some kind of
splitting of the euclidean space R

N into an expansive u–dimensional
and a contractive s–dimensional directions. The domain Q of the
continuous map f is a homeomorphic image of a rectangular set
Bu × Bs, where Bu ⊆ R

u and Bs ⊆ R
s are the closed unit balls of

the corresponding spaces. The mathematical tools employed for the
proof of the existence of fixed points and periodic points come from
the Conley index theory and associated homological (or cohomologi-
cal) invariants [18, 21, 35, 36], from the Lefschetz theory [16, 33, 34],
from the topological degree [10, 29, 32, 39, 40, 41]. Recent results
based on the use of the Brouwer fixed point theorem or some of
its equivalent versions (like the Poincaré–Miranda theorem) can be
found in [4, 17, 30]. The general theorems developed via all these
different approaches have already found useful applications in many
subsequent works (see, for instance, [3, 6, 7, 19, 31, 37, 40] just to
quote a few contributions).

2 In a variant of the theory presented in [11] Γ and its subsets Pi’s are required
to be only compact.
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Our results are intermediate with respect to the two main di-
rections described above. In fact, we follow an approach which, al-
though related to the one by Kennedy and Yorke, specializes their
setting to domains Q which are homeomorphic to the unit square of
the plane (a particular case of Bu × Bs, with u = s = 1). Within
such a configuration, we are able to obtain fixed point theorems via
elementary tools. Actually, our results still hold for cylindrical do-
mains in R×R

N−1, that is, for mappings which are expansive along
one direction [30]. On the other hand, with respect to some covering
relations associated to Markov partitions [10, 39, 41], which imply
the existence of fixed points and periodic points, our stretching as-
sumptions appear as more general, at least in the simplified setting
of sets homeomorphic to Bu ×Bs with u = 1.

In view of the previous considerations, the aim of this paper is
that of discussing some definitions and examples which are related
to both the approaches described above, in order to possibly clarify
the mutual relationships among our results and some of the main
theorems developed by other authors. For further applications and
remarks, see also the recent article [27].

The work is organized as follows. In Section 2 we introduce the
definitions and the main results on maps that expand the paths or
the continua. In Section 3 we compare our theory to that of Kennedy
and Yorke and to the one by Zgliczyński and Gidea, through some
examples and counterexamples. We provide a visual representation
of them in Section 4 (Appendix).

2. Definitions and main results

Let X be a metric space. By a path γ in X we mean a continuous
mapping γ : R ⊇ [a, b] → X. We also set γ̄ := γ([a, b]). Clearly, there
is no loss of generality in assuming [a, b] = [0, 1]. A sub–path σ of γ
is the restriction of γ to a compact sub–interval of its domain. An
arc is the homeomorphic image of the compact interval [0, 1].

Definition 2.1. Let X be a metric space. By an oriented rectangle

R̃ we mean a pair

R̃ := (R,R−),
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where R = h(Q) ⊆ X is the homeomorphic image of the unit square
Q := [0, 1]2 ⊆ R

2 through a homeomorphism h and

R− := R−
left ∪R−

right

is the disjoint union of two arcs R−
left and R−

right (the “left” and the

“right” components of R−) contained in the contour ϑR := h(∂Q)
of R. The set

R+ := ϑR \R−

is the disjoint union of two arcs that we denote by R+
d and R+

u (the
components “down” and “up” of R+).

We remark that, given an oriented rectangle R̃ in a metric space X
with R defined by a homeomorphism h, it is always possible to find
a homeomorphism g : Q → R = g(Q) ⊆ X, such that

g({0} × [0, 1]) = R−
left , g({1} × [0, 1]) = R−

right ,

g([0, 1] × {0}) = R+
d , g([0, 1] × {1}) = R+

u .
(2)

For all the next definitions, the basic setting concerns the following
situation: Let X and Y be metric spaces and φ : X ⊇ Dφ → Y be
a map (not necessarily continuous on its whole domain Dφ ). Let

Ã = (A,A−) and B̃ = (B,B−) be oriented rectangles with A ⊆ X

and B ⊆ Y, respectively. Let also

D ⊆ A ∩Dφ .

Definition 2.2. We say that (D, φ) stretches Ã to B̃ along the paths

and write

(D, φ) : Ã a−→ B̃,

if there exists a compact set H ⊆ D such that

• φ is continuous on H,

• for every continuous map γ : [0, 1] → A with γ(0) ∈ A−
left and

γ(1) ∈ A−
right, there exists [t0, t1] ⊆ [0, 1] such that

γ(t) ∈ H, φ(γ(t)) ∈ B, ∀ t ∈ [t0, t1]
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and, either

φ(γ(t0)) ∈ B−
left , φ(γ(t1)) ∈ B−

right

or
φ(γ(t0)) ∈ B−

right , φ(γ(t1)) ∈ B−
left

(in each of such cases we also say that φ(γ(t0)) and φ(γ(t1))
belong to different components of B−).

Remark 2.3. As we’ll see, the role of the compact set H is crucial
in the results which use Definition 2.2. For instance, in Theorem 2.9
and Theorem 2.10 we are able to prove the existence of a fixed point
in the set H. For this reason, when we need to specify the set H, we
write

(D,H, φ) : Ã a−→ B̃, (3)

instead of (D, φ) : Ã a−→ B̃. We also note that when (3) holds, the
stretching condition

(D,H′, φ) : Ã a−→ B̃

is satisfied for any compact set H′, with H ⊆ H′ ⊆ D, on which φ is
continuous.
On the other hand, in the special case when we can take H = D = A,
we use the simplified notation

φ : Ã a−→ B̃

to express the fact that (A, φ) : Ã a−→ B̃.

Definition 2.4. Let m ≥ 1 be an integer. We say that (D, φ)
stretches Ã to B̃ along the paths with crossing number m, and write

(D, φ) : Ã a−→
m

B̃,

if there exist m pairwise disjoint compact sets H1 , . . . ,Hm ⊆ D such
that

(D,Hi, φ) : Ã a−→ B̃, ∀ i = 1, . . . ,m.

When D = A we simply write

φ : Ã a−→
m

B̃.
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Remark 2.5. Clearly, Definition 2.4 says something new with respect
to Definition 2.2 only in the case m ≥ 2 (indeed, for m = 1 they
coincide).

Definition 2.6. We say that (D, φ) stretches Ã to B̃ along the con-

tinua and write
(D, φ) : Ã a−̀→ B̃,

if there exists a compact set H ⊆ D such that

• φ is continuous on H,

• for every continuum (that is, a compact connected set) Γ ⊆ A
with Γ∩A−

left 6= ∅ and Γ∩A−
right 6= ∅, there exists a continuum

Γ′ ⊆ Γ ∩H such that φ(Γ′) ⊆ B and

φ(Γ′) ∩ B−
right 6= ∅ , φ(Γ′) ∩ B−

left 6= ∅.

While the above definition is based on the one given by Kennedy
and Yorke in [14], the next one takes inspiration (with some differ-
ences) from that of “family of expanders” considered in [11].

Definition 2.7. We say that (D, φ) expands Ã across B̃ and write

(D, φ) : Ã a−̀→ B̃,

if there exists a compact set H ⊆ D such that

• φ is continuous on H,

• for every continuum Γ ⊆ A with Γ∩A−
left 6= ∅ and Γ∩A−

right 6=
∅, there exists a nonempty compact set P ⊆ Γ ∩ H such that
φ(P ) is a continuum contained in B and

φ(P ) ∩ B−
right 6= ∅ , φ(P ) ∩ B−

left 6= ∅.

Remark 2.8. Similarly as in Remark 2.3 we can define

(D,H, φ) : Ã a−̀→ B̃

and
(D,H, φ) : Ã a−̀→ B̃,
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when we wish to put in evidence the role of the set H. The simplified
notation φ : Ã a−̀→ B̃ and φ : Ã a−̀→ B̃ is used when H = D = A.
Like in Definition 2.4, we can also set (with an obvious meaning)

(D, φ) : Ã a−̀→
m

B̃

and
(D, φ) : Ã a−̀→

m

B̃,

for some integer m ≥ 1. When D = A we simply write φ : Ã a−̀→
m
B̃

and φ : Ã a−̀→
m

B̃.

For convenience of the reader who is interested in comparing the
present work with some previous ones, we observe that in [27, 30]
the symbol ≎−→ was employed with the same meaning of a−→ . Here
we have preferred to introduce some new symbols in the effort of
providing a more uniform set of notations.

Our first results guarantee the existence and the localization
of fixed points in oriented rectangles for some classes of stretch-
ing/expansive maps. Indeed, we have:

Theorem 2.9. Let X be a metric space and φ : X ⊇ Dφ → X be a

map. Let Ã = (A,A−) be an oriented rectangle in X. Suppose also
that D ⊆ A ∩Dφ and

(D,H, φ) : Ã a−→ Ã,

with H ⊆ D a compact set. Then there exists x̄ ∈ H such that
φ(x̄) = x̄.

Theorem 2.10. For X, φ, Ã and D like in Theorem 2.9, assume
that

(D,H, φ) : Ã a−̀→ Ã,

with H ⊆ D a compact set. Then there exists x̄ ∈ H such that
φ(x̄) = x̄.

A preliminary version of these fixed point theorems was obtained
in [23, 24, 25]. Actually, in such articles, the authors dealt with a
concept of stretching which is intermediate between Definition 2.2
and Definition 2.6 ; namely, instead of continua or paths joining the
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two components of the [·]−–set, the images of the paths (which are
particular kind of continua) were considered. In fact, we warn the
reader that in [23, 24, 25] the term “path” was used to indicate the
set γ̄, where γ : [0, 1] → X is a continuous map, and the stretching
condition (denoted therein by the symbol ⊳ ) was defined in terms
of γ̄, while, according to the convention of the present paper, it is γ
to be a path.

Proofs of Theorem 2.9 can be found in [26] and in [30], where
a generalization of it to N–dimensional oriented rectangles was also
obtained. On the other hand, we prefer to present here a proof of
Theorem 2.10 (since in [24, Table 3.1, p. 123] the validity of such a
result was only suggested). To this end, we first recall the following
result from plane topology, which was already employed and proved
in the previously quoted works.

Lemma 2.11 (Crossing Lemma). Let R̃ := (R,R−) be an oriented
rectangle in a metric space X and suppose that S ⊆ R is a compact
set such that

S ∩ γ̄ 6= ∅,

for each path γ : [0, 1] → R satisfying γ(0) ∈ R−
left and γ(1) ∈

R−
right . Then there exists a compact connected set C ⊆ S such that

C ∩ R+
d 6= ∅, C ∩ R+

u 6= ∅.

Proof of Theorem 2.10. From Definition 2.1 there exists a homeo-
morphism h : R

2 ⊇ Q → h(Q) = A ⊆ X, mapping in a correct way
(i.e. as in (2) ) the sides of Q = [0, 1]2 into the arcs that compose the
sets A− and A+. Then, passing to the planar map ψ := h−1 ◦ φ ◦ h
defined on Dψ := h−1(Dφ) ⊆ Q, we can reduce our proof to the
search of a fixed point for ψ in the compact set K := h−1(H) ⊆ Q.
The stretching assumption on φ is now translated to

(h−1(D),K, ψ) : Q̃ a−̀→ Q̃.

On Q̃ we consider the natural “left–down–right–up” orientation. For
ψ = (ψ1, ψ2) and x = (x1, x2), we define the compact set

S := {x ∈ K : 0 ≤ ψ2(x) ≤ 1, x1 − ψ1(x) = 0} ⊆ K.
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Consider a path γ = (γ1, γ2) : [0, 1] → Q with γ1(0) = 0 and
γ1(1) = 1. Clearly, the set γ̄ ⊆ Q is a continuum having nonempty
intersection with the two components of Q−. By the stretching as-
sumption, there exists a sub–continuum Γ′ ⊆ γ̄ such that Γ′ ⊆ K,
ψ(Γ′) ⊆ Q and there are p, q ∈ Γ′ such that ψ1(p) = 0 ≤ p1 and
ψ1(q) = 1 ≥ q1 , for p = (p1, p2), q = (q1, q2). Bolzano’s theorem
ensures the existence of w = (w1, w2) ∈ Γ′ such that w1−ψ1(w) = 0.
Since ψ2(Γ

′) ⊆ [0, 1], we conclude that w ∈ S and therefore S∩γ̄ 6= ∅.
According to Lemma 2.11, there exists a compact connected set

C ⊆ S such that C ∩ Q+
d 6= ∅ and C ∩ Q+

u 6= ∅.
By definition of S we know that ψ2(x) ∈ [0, 1],∀x ∈ C. Hence,

for every p = (p1, p2) ∈ C∩Q+
d we have p2−ψ2(p) ≤ 0 and, similarly,

q2 − ψ2(q) ≥ 0 for every q = (q1, q2) ∈ C ∩ Q+
u . We can apply again

Bolzano’s theorem in order to find a point z = (z1, z2) ∈ C such that
z2 − ψ2(z) = 0. From C ⊆ S ⊆ K, we have also that z1 − ψ1(z) = 0
with z ∈ K and therefore h(z) is a fixed point for φ in H ⊆ A.

Remark 2.12. As already mentioned, we point out that Theorem
2.9 and Theorem 2.10 provide not only the existence of fixed points,
but also their localization. This fact turns out to be useful when the
stretching condition a−→

m

(or, respectively, a−̀→
m

) is satisfied with
a crossing number m ≥ 2. In this case, we have the existence of a
fixed point in each of the sets Hi’s from Definition 2.4 and therefore
there are at least m fixed points for φ in D.

3. Comparison with other approaches and some

remarks

A natural question which arises now is whether a version of Theorem
2.9 and Theorem 2.10 holds with respect to the stretching condition
a−̀→ . The answer, in general, is negative both as regards the exis-
tence of fixed points and also with respect to their localization (in
case that fixed points do exist).
Concerning the existence of fixed points, a possible counterexam-
ple is described in Fig. 1 in the Appendix and is inspired to the
bulging horseshoe in [11, Fig. 4]. For sake of conciseness, we prefer
to present it by means of a series of graphical illustrations in Section
4 (Figg. 1–6): we point out, however, that it is based on a concrete
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definition of a planar map (whose form, although complicated, can
be explicitly given in analytical terms).
With respect to the localization of fixed points, a possible counterex-
ample can be obtained by suitably adapting a one–dimensional map
to the planar case. Indeed, if f : R ⊇ [0, 1] → R is any continuous
function, we can set

φ(x1, x2) := (f(x1), x2) (4)

and have a continuous planar map defined on the unit square [0, 1]2

of R
2, inheriting all the interesting properties of f. Note that, in this

special case, any fixed point x∗ for f generates a vertical line (x∗, s)
(with s ∈ [0, 1]) of fixed points for φ. The more general situation of
a map φ defined as

φ(x1, x2) := (f(x1), g(x2)),

for g : [0, 1] → [0, 1] a continuous function, could be considered as
well.

In view of the above discussion, we define now a continuous func-
tion f : [0, 1] → [0, 1] of the form

f(s) :=





1−c
a
s+ c, 0 ≤ s < a

1
a−b

(s− b), a ≤ s ≤ b

d
1−b(s− b), b < s ≤ 1

(5)

where a, b, c, d are fixed constants such that 0 < a < b < 1 and
0 < c < d < 1.

For Ã the unit square oriented in the standard left–right manner,
D = A and φ as in (4), it holds that φ : Ã a−̀→ Ã. In particular, we
can write both

(D,H1, φ) : Ã a−̀→ Ã, for H1 = [a, b]

and
(D,H2, φ) : Ã a−̀→ Ã, for H2 = [0, a] ∪ [b, 1].

In the former case, we also have

(D,H1, φ) : Ã a−̀→ Ã
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and therefore, consistently with Theorem 2.10, there exist fixed points
in H1 .On the other hand, there are no fixed points for φ in H2 . Thus,
the localization of the fixed points is not guaranteed when only the
relation a−̀→ is satisfied. The same example could be slightly mod-

ified in order to have that φ : Ã a−̀→
m

Ã for an arbitrary m ≥ 2, but
only one fixed point does exists.

We finally observe that, playing with the coefficients a, b, c, d and
choosing a suitable compact set H3 ⊂ [0, 1], it is possible to have

(D,H3, φ) : Ã a−̀→ Ã,

for a case in which neither φ, nor φ2 possess fixed points in H3 . The
set H3 will consist of the union of some compact sub–intervals of H1

and H2 . A graphical representation of f and f2 is given in Fig. 7 of
the Appendix.

So far we have compared our approach to some aspects coming
from the theory of topological horseshoes according to Kennedy and
Yorke. We consider now a splitting of the ambient space into com-
pressive and expansive directions in order to show the relationship
among our theorems and some covering relations for Markov–type
partitions (as already discussed in the Introduction). Due to the
broadness of the literature in this area, we focus our attention only
on a few papers where such kind of results are presented with great
generality and, at the same time, in a form which is easily compara-
ble to ours.

First of all, we define a (u, s)–cell as a quadruple N̂ =
(N , u, s, cN ), where N ⊆ R

N is a compact set, u + s = N with
u, s ≥ 1 and cN : R

N → R
N = R

u × R
s is a homeomorphism with

cN (N ) = Bu ×Bs . Our definition of (u, s)–cell coincides with that
of h-set given by Zgliczyński and Gidea [41, Definition 1]. As in [41]
we also introduce the boundary sets

N− := cN
−1( (∂Bu) ×Bs ), N+ := cN

−1(Bu × ∂Bs ),

and the strips

Su(N ) := cN
−1(Bu × R

s ), Ss(N ) := cN
−1( R

u ×Bs ).

Then, the following fixed point theorem holds for a continuous map

ψ : R
N ⊇ Dψ ⊇ R → R

N .
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Theorem 3.1 (Pireddu & Zanolin [29, Corollary 3.1]). Let R̂ =
(R, u, s, cR) be a (u, s)–cell with R ⊆ Dψ . Suppose that u = 1 and
define

R−
le := cR

−1((−∞,−1] × R
N−1), R−

re := cR
−1([1,+∞) × R

N−1),

as well as

R−
l := cR

−1({−1} ×BN−1), R−
r := cR

−1({1} ×BN−1).

Assume also

ψ(R) ⊆ Ss(R) (6)

and, either

ψ(R−
l ) ⊆ R−

le and ψ(R−
r ) ⊆ R−

re ,

or

ψ(R−
l ) ⊆ R−

re and ψ(R−
r ) ⊆ R−

le .

Then ψ has at least a fixed point in R .

The situation expressed by the assumptions of Theorem 3.1 was
summarized in [29] by the symbol ψ : R̂ −→� R̂. We also recall that
a more general version of Theorem 3.1 was proved in [29, Corollary
2.1 and Remark 2.5], by assuming

ψ(R+) ⊆ Ss(R)

in place of (6). From some point of view, however, condition (6) is
more convenient as it fits well with respect to the composition of
maps.

Theorem 3.1 is related to preceding results by Arioli and
Zgliczyński [3], Pokrovskii, Szybka and McInerney [32], Zgliczyński
and Gidea [41]. All of them are obtained via topological degree tools
and, if applied to the setting of Theorem 3.1, they would need strict
inclusions in all the assumptions.

The hypothesis u = 1 in our result is rather restrictive in contrast
to the generality of the statements in [29, 32, 41] (where u, s with
u + s = N are arbitrary), but it allows to express the theorem in a
simpler form. With this respect, we recall that in [41] the authors
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define, for two h-sets N̂ and M̂ (still denoted by N and M) and for
a continuous map f : N → R

N , the covering relation

N =⇒
f

M,

which requires the existence of a continuous homotopy h : [0, 1] ×
Bu ×Bs → R

u × R
s, with

h0 = cM ◦ f ◦ cN
−1

and such that

h([0, 1], (∂Bu) ×Bs) ∩ (Bu ×Bs) = ∅,

h([0, 1], Bu ×Bs) ∩ (Bu × ∂Bs) = ∅

(see [41, p. 36]). As to h1 , it is assumed that

h1(p, q) = (A(p), 0), for (p, q) ∈ Bu ×Bs ,

with A : R
u → R

u a linear map satisfying

A(∂Bu) ⊆ R
u \Bu

(a more general function A with nonzero degree could be considered

as well). Then, in the special case M = N , the assumption N =⇒
f

M
implies the existence of a fixed point for f in N . Results in this
direction can be also found in [1] with f the Poincaré map of a
differential system which is expansive along some components and
compressive with respect to the remaining ones (in that case h is the
homotopy along the trajectories and A the identity map) and in [2]
for multivalued maps.

Now we restrict the previous results (in particular, Theorem 3.1)
to the planar case in order to enter a common framework for a com-
parison with the theory exposed in Section 2. Hence, from now on,
we consider only the case

u = s = 1.

Arguing like in [29, Remark 3.4], one can verify that the assumptions
of Theorem 3.1 imply

(R, ψ) : R̃ a−→ R̃,
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for R̃ = (R,R−) defined by setting R− := R−
l ∪ R−

r , with R−
l and

R−
r as in Theorem 3.1. Therefore Theorem 3.1 can be obtained as

a consequence of Theorem 2.9 or Theorem 2.10. On the other hand,
an example like the one described in Fig. 8 shows a case in which the
assumptions of Theorem 3.1 are not satisfied for a given rectangle
R, while those of Theorem 2.9 (as well as Theorem 2.10) still hold
(see the Appendix for a more detailed discussion about this point).

As a final remark we observe that Theorem 3.1 (and a fortiori
Theorem 2.9) is sharp. To explain more precisely what we mean, we
refer to the example illustrated in Figg. 10–11.

Conclusions. In this paper we have introduced some new stretch-
ing definitions, in order to compare our approach in [27, 30] to some
results related to the horseshoe hypotheses by Kennedy and Yorke
[13, 14] and Kennedy, Koçak and Yorke [11]. Subsequently, we have
also shown the connection among our point of view and some the-
orems related to the concept of covering relations for Markov–type
partitions considered by Zgliczyński in [40] and further developed in
some other papers [10, 32, 41]. For sake of brevity, we have confined
ourselves to the discussion of the aspects related to the existence,
multiplicity and localization of fixed points. Hence, our contribution
is just a first step toward an attempt of unifying some features com-
mon to all these different but linked theories. Actually they are far
richer, as they include also the appropriate tools for the detection of
complex dynamics (meant as the presence of periodic orbits, coin–
flipping itineraries, semiconjugation or conjugation to the Bernoulli
shift). Investigations in such directions will be pursued elsewhere.

4. Appendix

In this last section we provide a visual representation of the examples
and counterexamples about the existence (Figg. 1–6) and the local-
ization of fixed points (Fig. 7) which have been discussed in Section
3. In Figg. 8–11 we describe situations in which the approaches
related to Theorem 2.9 and Theorem 3.1 are compared.
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Figure 1: A rectangle (which is oriented by taking as [·]−–set the
union of its left and right vertical segments) is deformed onto a rib-
bon bent across the rectangle itself. The left and right sides of the
domain are homeomorphically transformed onto the two endings of
the ribbon. This is an example of the case φ : Ã a−̀→ Ã with
D = Dφ = A.
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Figure 2: With respect to the example depicted in Fig. 1, we have
put in evidence the compact set H from Definition 2.7, which consists
of the union of the two darker regions close to the left and the right
edges of the rectangle.
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Figure 3: In the present picture we show how a continuum Γ (here we
have chosen the image of a continuous curve) crossing the rectangle
A and joining the two components of A− (which are the left and the
right sides of the boundary) is transformed by φ onto a continuum
φ(Γ) rolling up along the bent ribbon. The intersection between
φ(Γ) and the rectangle A is a continuum which joins again the two
components of A−. More precisely it is the image of the compact
set P = Γ ∩ H (where H is the darker set in Fig. 2). Actually, for
the validity of the stretching relation, any sub–continuum contained
in φ(Γ) ∩ A and joining the left and the right sides of A would be
enough.
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Figure 4: In regard to the example portrayed in the previous figures,
we have emphasized how some sub–rectangles are transformed by the
map φ. In particular, the main central part of the rectangle is pushed
out of A (picture at the left), while the two narrow rectangles near
the left and right sides of it are stirred onto two overlapping bent
strips (picture at the right). This can happen in two different ways,
as shown in Figure 5. One can pass from a configuration to the
other one by considering, instead of the map φ, the related map
(x1, x2) 7→ φ(−x1, x2).
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Figure 5: In this case, we enter in the setting of Theorem 2.10. By
applying our result to each of the two narrow sub–rectangles of the
domain A (provided they are suitably oriented in an obvious left–
right manner), we can prove the existence of at least two fixed points
for the planar map φ in A (each fixed point lies in one of the two
narrow rectangles).
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Figure 6: In the situation depicted above, we don’t have any fixed
point. In fact, the central main part of the rectangle is mapped into
a hat–like figure outside the domain (see the left of Fig. 4) and, at
the same time, each of the two narrow rectangles, which constitute
the remaining part of the domain, is mapped onto a set which is
disjoint from itself.
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Figure 7: Example of the graph of a function f (left) and of its
iterate f2 (right), with f defined as in (5). We have put in evidence
the line y = x in order to show the fixed points and the points of
period 2.
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Figure 8: A rectangle R, oriented in the usual left–right manner, is
deformed into a spiral–like strip by a planar map ψ (in our example
ψ is a homeomorphism). Each path γ, with range in R and such
that γ(0) and γ(1) belong to the left and the right sides of R, is
transformed by ψ into a path which runs along the spiral–like strip
and therefore it crosses R at least once (through the upper intersec-
tion between R and ψ(R)). Thus the existence of a fixed point for ψ
in R ∩ ψ(R) follows from Theorem 2.9. On the other hand, results
based on the degree approach (like Theorem 3.1) cannot be directly
applied since the endings of ψ(R) do not lie outside R itself.



MAPS EXPANSIVE ALONG ONE DIRECTION 269

Figure 9: With respect to the example described in Fig. 8, we have
drawn in a dark color the parts of R which are mapped into R itself
by ψ, i.e. the set R ∩ ψ−1(R) (picture at the left). The central
one among these three regions is also the set H such that (R,H, ψ)
stretches R to itself along the paths. This fact suggests to look
for a suitable sub–rectangle R′ ⊆ R containing H and such that
ψ(R′) crosses R′ in the right manner (as we did in the picture at the
right). It is easy to see that both Theorem 2.9 and Theorem 3.1 can
be applied for ψ restricted to R′ .



270 M. PIREDDU AND F. ZANOLIN

Figure 10: The unit square Q = [0, 1]2 with the canonical left–
right orientation is deformed by a planar homeomorphism onto a
parallelogram across it. In particular, we choose an orientation–
preserving homeomorphism which maps {0}×[0, 1] to the left edge of
the image (and, similarly, {1}× [0, 1] gets mapped to the right edge).
The dashed line represents the upper limit for the applicability of
Theorem 3.1. Indeed, as soon as the upper side of the parallelogram
goes beyond the dashed line (like in the present figure), we can define
a suitable homeomorphism of Q onto the parallelogram without fixed
points, as shown in the next picture.
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Figure 11: We describe a possible fixed point free homeomorphism
ψ of Q onto the parallelogram. We have split the domain in four
regions drawn in different colors (left figure). The images through ψ
of the four zones (right figure) are depicted by using the same color
as the corresponding starting region. It is easy to define ψ so that
there are no fixed points in any of these sub–domains.
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Heiles Hamiltonian on the critical level, J. Diff. Eq. 171, no. 1 (2001),
173–202.

[4] B. Bánhelyi, T. Csendes, and B.M. Garay, Optimization and
the Miranda approach in detecting horseshoe-type chaos by computer,
Internat. J. Bifur. Chaos Appl. Sci. Engrg. 17, no. 3 (2007), 735–747.

[5] K. Burns and H. Weiss, A geometric criterion for positive topolog-
ical entropy, Comm. Math. Phys. 172, no. 1 (1995), 95–118.

[6] E.A. Cox, M.P. Mortell, A.V. Pokrovskii, and O. Rasska-

zov, On chaotic wave patterns in periodically forced steady-state
KdVB and extended KdVB equations, Proc. R. Soc. Lond. Ser. A
Math. Phys. Eng. Sci. 461, no. 2061 (2005), 2857–2885.



272 M. PIREDDU AND F. ZANOLIN

[7] T. Csendes, B. Bánhelyi, and L. Hatvani, Towards a computer-
assisted proof for chaos in a forced damped pendulum equation, J.
Comput. Appl. Math. 199 (2007), no. 2, 378–383.

[8] W. Dambrosio and D. Papini, Periodic solutions of asymptotically
linear second order equations with indefinite weight, Ann. Mat. Pura
Appl. (4) 183 (2004), no. 4, 537–554.

[9] R. Devaney and Z. Nitecki, Shift automorphisms in the Hénon
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